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Abstract—In this paper, we propose a novel multi-channel
network with infrastructure support, called an MC-IS network,
which has not been studied in the literature. To the best of ou
knowledge, we are the first to study such arMC-IS network.
Our proposed MC-IS network has a number of advantages over
three existing conventional networks, namely a single-chmel
wireless ad hoc network (called anSC-AH network), a multi-
channel wireless ad hoc network (called anMC-AH network)
and a single-channel network with infrastructure support (called
an SC-IS network). In particular, the network capacity of our
proposedMC-I S network is v/n log n times higher than that of an
SC-AH network and an MC-AH network and the same as that of
an SC-1 S network, where n is the number of nodes in the network.
The average delay of our MC-IS network is y/logn/n times
lower than that of an SC-AH network and an MC-AH network,
and min{Cr, m} times lower than the average delay of anSC-
IS network, where C; and m denote the number of channels
dedicated for infrastructure communications and the numbe of
interfaces mounted at each infrastructure node, respectigly. Our
analysis on anMC-IS network equipped with omni-directional
antennas only has been extended to aC-I S network equipped
with directional antennas only, which are named as anMC-IS-
DA network. We show that an MC-1S-DA network has an even
lower delay of LQJ—CJCI compared with an SC-IS network and
our MC-IS network. For example, whenC; = 12 and 0 = 15, an
MC-IS-DA can further reduce the delay by 24 times lower that
of an MC-1S network and reduce the delay by 288 times lower
than that of an SC-IS network.

I. INTRODUCTION

channel are prohibited from transmitting to avoid integfese.
Besides, multi-hop and short-ranged communications ae pr
ferred in this network in order to minimize the interference
and achieve the high network capacify [2]. However, the
multi-hop communications inevitably lead to the high end-
to-end delay. Furthermore, every node equipped with a &ingl
interface cannot transmit and receive at the same timetfie.
half-duplex constraint). We name this single-channel ad ho
network as ar5C-AH network.

One approach to improve the network performance is to
use multiple channelsnstead of a single channel in a wire-
less network. The experimental results of [4]-[9] show that
using multiple channels can significantly improve the nefwo
throughput. One possible reason for the improvement is that
using multiple channels can separate multiple concurranst
missions in frequency domains so that the interference can
be mitigated. Another reason is that multiple simultaneous
transmissions/receptions are supported nbyltiple network
interfacesmounted at a wireless node, consequently leading
to the improved frequency reuse and the increased throwghpu
However, it is shown in[]2][[8] that each channel (or up to
O(logn) channels) must be utilized by a dedicated interface
at a node in order to fully utilize all the channels simul-
taneously so that the network capacity can be maximized.
When the condition is not fulfilled, the capacity degrades
significantly. Besides, the average delay oM@-AH network
is also®(y/n/logn), which increases significantly with the

How to improve the network performance, in terms ohcreased number of nodes. We call this multi-channel el
the network capacity and the average delay, has been a k@yhoc network as aNIC-AH network.

issue in recent studie$][1]. Conventional wireless network Recent studied [10]=[15] investigated the performance im-
typically consist of nodes that share one single channel fgfovement by adding a number of infrastructure nodes to
communications. It is found in 2] ]3] that in a random ad hog wireless network. Specifically, as shown in1[10],1[14],
network withn nodes, each node has a throughput capaciéploying infrastructure nodes in the wireless network can
of ©(W/v/nlogn) (wherelV is the total network bandwidth) significantly improve the network capacity and reduce the av
and the average delay of this network @&(,/n/logn). erage delay. But, every node in such a network equipped with
When the number of nodes increases, the per-node throughpdingle interface cannot transmit and receive at the samee ti
decreases and the average delay increases. One major i?as@8sides, only one single channel is used in such a network. We

that all the nodes within the network share gamemedium.

call this single-channel networks with infrastructure jgoif as

When a node transmits, its neighboring nodes in the sam§sc-1Snetwork.
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In this paper, we propose a novel multi-channel network
with infrastructure support that overcomes the above draw-
backs of existing networks. This network consistsofmmon
nodes each of which has a single interface, anfitastructure
nodegor base stations), each of which has multiple interfaces.
Both common nodes and base stations can operate on different
channels. This multi-channel wireless network with infras-
ture support is called aMC-1S network that has the following
characteristics.



TABLE |
COMPARISON WITH OTHER EXISTING WIRELESS NETWORKS

| Pure Ad Hoc | Ad Hoc with Infrastructure
Single Channel | SC-AHnetworks SC-ISnetworks
2], [LO1-{L7]
Multiple Channels| MC-AH networks MC-IS networks
[4)-[9] (this paper)

Each common node is equipped with a single network
interface card (NIC). Each base station is equipped with
multiple NICs.

There are multiple non-overlapping channels available.
Each NIC at either a common node or a base station can
switch to different channels quickly.

Base stations are connected viaviged network that has
much higher bandwidth than a wireless network.

Each common node with a single NIC can communicate
with either another common node or a base station, where
a communication with another common node is called
an ad-hoc communication and a communication with a

base station is called an infrastructure communication(4

But, a common node supports only one transmission or
one reception at a time. Besides, it cannot simultaneously
transmit and receive (i.e., it is in l@alf-duplexmode).

Each base station with multiple NICs can communicate
with more than one common node. In addition, a base
station can also work in &ll-duplex mode, i.e., trans-
missions and receptions can occur in parallel.

Our proposedC-IS networks have provided a solution to
the new applications, such d3evice-to-Device(D2D) net-
works [18], wireless sensor networks (WSNSs), smart grid and
smart home[19]/120]. For example, the theoretical analgsi
the throughput and the delay BIC-1Snetworks can be used to
analyze the performance of tleerlaid D2D networks (refer
to Sectio VII-C for more details).

Table[l compares our propos®diC-1S networks with other
existing networks, where one can observe M&tIS networks

can

fully exploit the benefits of botMC-AH networks and

®)

of them (not all of them). This means that studying the
performance of ouMC-IS networks is more challenging
but it is more useful and realistic to consider four
requirements simultaneously since they exist naturally
in real life applications.

Our proposedC-IS network has a lot of advantages
over existing related networks. In particular, BtC-1S
network can achieve theptimal per-node throughput
W, which is y/nlogn times higher than that of an
SC-AHnetwork and arMC-AH network and the same
as that of anSC-IS network, while maintaining the
smallest delay, which is,/logn/n times lower than
that of an SC-AH network and anMC-AH network,
and min{Cr, m} times lower than that of ar8C-IS
network. The performance improvement mainly owes to
the multiple NICs at a base station, compared with a
single NIC at a base station IBC-ISnetworks. As a
result, ourMC-IS networks have a better performance
than SC-ISnetworks though the theoretical analysis is
also more complicated than that 8C-ISnetworks.

) We also extend ouMC-IS networks with the consid-

eration of usingdirectional antennasnstead ofomni-
directional antennas Specifically, all aforementioned
networks (i.e. SC-AHnetworks,MC-AH networks,SC-

IS networks and oumMC-IS networks) are equipped
with omni-directional antennas but the extenddc-

IS networks have both the base stations and all common
nodes equipped witlirectional antennas. We name the
extendedMC-IS networks asMC-IS-DA networks. We
show that aMIC-1S-DAnetwork can have an even lower
delay of% compared with both amMC-IS network

and anSC-ISnetwork, wheref is the beamwidth of a
directional antenna mounted at the base station (usually
¢ < 27). Consider the case @f; = 12 andf = {5 that

is feasible in Millimeter-Wave systems [21]. AVC-IS-

DA can further reduce the delay by 24 times lower than
that of anMC-IS network and reduce the delay by 288
times lower than that of aBC-ISnetwork.

SC-ISnetworks and can potentially have a better network rhq remainder of the paper is organized as follows. Section
performance (in terms of the network capacity and the delfm)presents a survey on the related studies to ME-IS
than other existing networks. However, to the best of oyf,

knowledge,there is no theoretical analysis on the capa_lcitm Section[T¥ then summarizes our main results. We next
and the average delay of an MC-IS netwofkie goal of this jarive the capacity and the delay contributed @y hoc

paper is to investigate the performance ofM@-1S network

twork. We present the models used in this paper in Section

communicationsn an MC-IS network in Sectiod V. Section

and to explore_ thg advantages of this network. The primm presents the capacity and the delay contributedriisas-
research contributions of our paper are summarized asM®l10 {,,cture communicationi® an MC-1S network. We extend our

(1) We formally identify anMC-IS network that character- analysis with the consideration of directional antennawels
izes the features ahulti-channelvireless networks with as the mobility and provide the implications of our resuts i

infrastructure supportTo the best of our knowledge, thesection[ VI1. Finally, we conclude the paper in Section VIIl.

)

capacity and the average delay of an MC-IS network
have not been studied before

Il. RELATED WORKS

We propose @eneraltheoretical framework to analyze We summarize the related works to our study in this
the capacity and the average delay. We show that otlssction. The first network related to our propos€d-IS
existing networks can be regarded as special cases of aatwork is anSC-AHnetwork. AnSC-AHnetwork has a poor
MC-IS network in our theoretical framework. Besidesperformance due to the following reasons: (i) the interiese

we find that outMC-IS networks are limited byour re-

among multiple concurrent transmissions, (ii) the numifer o

quirementgto be defined in Sectidn IM3imultaneously simultaneous transmissions on a single interface andtiia)
but the existing networks are only limited by subsetswlti-hop communications 2]/ 3].



The second network related to ddC-IS network is arMC-
AH network, in which multiple channels instead of a single
channel are used. Besides, each node in such a network is
equipped with multiple NICs instead of single NIC. This net-
work has a higher throughput than 8€-AHnetwork because
each node can support multiple concurrent transmissioes ov
multiple channels. However, this network suffers from tighh
delay and the increased deployment complexity. The average
delay of anMC-AH network is the same as that of &C-
AH network, which increases significantly with the numbegy 1 Network topology of aMC-IS network
of nodes. The deployment complexity is mainly due to the
condition [8] that each channel (up &(log n) channels) must
be utilized by a dedicated interface at a node so that all the®
channels are fully utilized simultaneously. When the ctiodi : . ;
is not fulfilled, the capacity degrades significantly. fjh'f paper th'le%zg] or(;lyhaddresses the c;apacny and the
The third network related to ouvC-IS network is anSC- clay co.ntrl uFe y ad hoc c_ommunlcauons.
IS network [TO]-[L7], [22]. It is shown in[[10],[14] that an * We fully mve_stlgate t_he capacny and t_he delay of\AG-
SC-ISnetwork can significantly improve the network capacity IS network with consideration of both infrastructure com-

and reduce the average delay. However, an infrastructude no n:umcatl(I)ns atr;d ad hoc CO?T””'C%t'fhns‘ S[:_ecn‘ll_(t:ally? we
in such a network equipped with a single interface cannot aiso analyze the average delay and the optimalily of our

transmit and receive at the same time (i.e., the half-duplex \r;\e/sultls, all of which have EOt pt(?]entsddre_sstgdji [t31].k
constraint is still enforced). Thus, the communicatioragteh + e aiso compare our resufts with other existing Networks,

such anSC-ISnetwork is still not minimized. Besides, such such as ar5C-AHnetwork, anMC-AH network and an

Ad hoc
ccommunications
—_—

- < Infrastructure
Data flow

__Data flow 1¥x;

A Base station

e Common node

We derive the capacity and the delay of &fC-1S
network contributed by infrastructure communications in

SC-ISnetworks also suffer from the poor spectrum reuse.
The fourth network related to ouMC-IS network is a
multi-channel wireless mesh network with infrastructuup-s

SC-ISnetwork and analyze the generality of adC-I1S
network in this paper.
We extend our analysis with consideration of using di-

rectional antennas in aMC-IS network. Discussions on

ort (called anMC-Mesh-IS network —[28], which is . ) .
port ( ) [23] | the mobility are also presented in this paper.

the evolution of multi-channel multi-interface wirelesesh
networks (called atMC-Mesh network) [29], [30]. AnMC-
Mesh-1Snetwork is different from ouMC-IS network due to I1l. M ODELS

thg followling characteristics of alvrIC-Me.sh-ISnetwork:. We adopt the asymptotic notatioris [32] in this paper. We
(i) a typical MC-Mesh-ISnetwork consists omesh clients then describe theMC-IS network model in Sectiof TIEA.

mesh routersindmesh gatewayshile anMC-ISnetwork  Section[TI-B next gives the definitions of the throughput
consists of common nodes and infrastructure nodes. capacity and the delay.

(ii) different types of communications exist in the mulg#t
hierarchicalMC-Mesh-ISnetwork, which are far more
complicated than aMC-IS network. For example, there A+ MC-IS Network Model
are communications between mesh clients, communi-Take Fig.[1 as an example dfIC-IS networks. In this
cations between mesh gateways, and communicatiaretwork,» common nodes are randomly, uniformly and in-
between a mesh gateway and a mesh router. dependently distributed on a unit square plaheEach node
(i) an MC-Mesh-ISnetwork uses wireless links to connecis mounted with a single interface that can switch to one of
the backbonenetworks (corresponding to the infrastruc€' available channels. Each node can be a data source or a
ture network in anMC-IS network). As a result, the destination. All the nodes are homogeneous, which means
assumption of the unlimited capacity and the interferenctivat they have the same transmission range. In additiore the
free infrastructure communications in 8MC-IS network areb infrastructure nodes, which are also callegbe stations
does not hold for aMC-Mesh-ISnetwork. interchangeably throughout the whole paper. We assume that
(iv) the traffic source of arMC-Mesh-ISnetwork is either b can be expressed as a square of a condtarfi.e., b3)
from a mesh client or from the Internet while the traffiavhere by is an integer in order to simplify our discussion.
always originates from aMC-IS network. Each base station is equipped with interfaces and each
Therefore, the analytic framework on the capacity and ttieterface is associated with a single omni-directionaéang,
delay of suchMC-Mesh-1Snetworks is significantly different which can operate on one af' channels. The planel
from that of anMC-IS network. is evenly partitioned intdb equal-sized squares, which are
In this paper, we analyze the capacity and the delay oélled BS-cells Similar to [10], [14], [15], we also assume
an MC-IS network. Although parts of the results on thdhat a base station is placed at the center of eBSkcell
analysis on the capacity and the delay contributed by &abhlike a node, a base station is neither a data source nor a
hoc communications have appeared [in] [31], our analysis destination and it only helps forwarding data for nodes tiadi
this paper significantly differs from the previous work ireth base stations are connected through a wired network without
following aspects. capacity constrainnd delay constraint



There are two kinds of communications in aiC-IS 2) Interference modelin this paper, we consider theter-
network: (i) Ad hoc communicationbetween two nodes, ferencemodel [2], [8], [10]-[12], [14]. When nod€X; trans-
which often proceed in a multi-hop manner; (ifrastructure mits to nodeX; over a particular channel, the transmission
communicationsbetween a node and a base station, whidh successfully completed by nod¢; if no node within the
span a single hop. An infrastructure communication cosisit transmission range oX; transmits over the same channel.
anuplink infrastructure communication from a node to a baseherefore, for any other nod&; simultaneously transmitting
station, and aownlink infrastructure communication from aover the same channel, and any guard zaxne> 0, the
base station to a node. following condition holds.

In the following, we describe two major components for . .
network communications. The first component is the routing dist( Xy, X;) = (1 + A)dist(X;, X;)

strategy. T_he second component is the inte_rference modelyyhere distX;, X;) denotes the distance between two nodes
1) Routing Strategyin this paper, we consider té-max-  x. and X;. Note that thephysical interferencenodel [2] is
h(_)p_routlng strategyin which, if the destination is |0Catedignored in this paper since the physical model is equivaient
within / (H > 1) hops from the source node, data packets affe interference model when tipath loss exponeris greater
transmitted through ad hoc communications. Otherwisea dafan two (it is common in a real world@[2], [33]).
packets are forwarded to the base station through infiestel  The interference model applies for both ad hoc communica-
communications (i.e., the uplink infrastructure cOMMARIC {jons and infrastructure communications. Since ad hoc comm
tion). The base station then relays the packets through fheations and infrastructure communications are sepatage
W|reo_l network. After the packets arrive at the base _Stat'(?ﬂfferent channels (i.e'4 andC; do not overlap each other),
that is closest to the destination node, the base statiam thge interference only occurs either between two ad hoc com-

forwards the packets to the destination node (i.e., the okn 1 nications or between two infrastructure communications
infrastructure communication). Take Figl 1 as the example

again. Data flow 1 starts from nodg; to node X in the o .
multi-hop ad hoc manner since nodé is within 7 hops B- Definitions of Throughput Capacity and Delay
from nodeX,;. With regard to Data flow 2, since destination The notation of throughput of a transmission from a node
node Xy is far from source nodeX;s, data packets are X; to its destination nod&; is usually defined as the number
transmitted from source nodE;s to its nearest base stationof bits that can be delivered frodi; to X; per second. The
B first and then are forwarded through the wired network tilggregate throughput capacitf a network is defined to be
reaching base statioR; that finally sends the data packets tehe total throughput of all transmissions in the networke Th
destination nodeXss. per-node throughput capacitygf a network is defined to be

The H-max-hop routing strateggan avoid the problem thatits aggregate throughput capacity divided by the total neimb
arises by using thé-nearest-cell routing strategin the case of transmissions (or all nodes involved in transmissions).
of two nodes near the boundary of two adjacBftcells For this paper, we mainly concentrate on ther-node throughput
example, Data flow 4 as shown in F[g. 1 starting from nodsapacityand theaverage delaywhich are defined as follows.
X1 to destination nodeX,5; will be transmitted in one hop  Definition 1: Feasible per-node throughpwor anMC-IS
by ad hoc communications according adrmax-hop routing network, a throughput of (in bits/sec) isfeasibleif by ad
strategy However, in thek-nearest-cell routing strategfd0], hoc communications or infrastructure communicationstethe
node X has to transmit to its neareBS (i.e., B3) first and exists aspatial and temporal schemeithin which each node
then B3 forwards the data packets through the wired netwodan send or receiva bits/sec on average.
till they reachB,, which is the neare®Sto nodeXys. This  Definition 2: Per-node throughput capacity of an MC-IS
problem may result in inefficient use of bandwidth resourcesetworkwith the throughput of\ is of order©(g(n)) bits/sec

It is obvious thatwhen there is an uplink communicationjf there are deterministic constarfis> 0 and’A’ < +oco such
there is always a downlink communicatioWe then divide that
the total bandwidth ofl” bits/sec into three parts: (1) 4 for
ad hoc communications, (2)V; ¢ for uplink infrastructure
communications and (3)¥; p for downlink infrastructure
communications. Sinc&’; iy is equal tolW; p, it is obvious In this paper, the per-node throughput capacity ofVE}IS
that W = Wa + Wiy + Wi p = Wy + 2W; . To simplify network is expressed by = \, + \;, where), and); denote
our analysis, we usé&V; to denote eithed?; ; or W; p. the throughput capacity contributed by the ad hoc commu-
Corresponding to the partition of the bandwidth, we alsd sphications and the infrastructure communications, re$pedyt
the C channels into two disjoint grougs, andC7, in which  Besides, we us&’, T4, 17 to denote thdfeasible aggregate
C4 channels are dedicated for ad hoc communications athgoughput the feasibleaggregate throughput contributed by
C channels are dedicated for infrastructure communicatiomsl hoccommunications, and tHeasibleaggregate throughput
Thus,C = C4 + C;. Besides, each base station is mountezbntributed byinfrastructurecommunications, respectively.
with m NICs, which serve for both the uplink traffic and the Definition 3: Average Delay of an MC-IS networkhe
downlink traffic. It is obvious that the number of NICs selyin delay of a packets defined as the time that it takes for the
for the uplink traffic is equal to the number of NICs servingacket to reach its destination after it leaves the solrfe [3
for the downlink traffic. Som must be an even number. After averaging the delay of all the packets transmitted in

lim,, o0 P(X\ = hg(n) is feasiblg = 1 and
lim,, o inf P(A = h'g(n) is feasiblg < 1.



s ——— requirements For example, the capacity &C-AH networks
i ijzf; | : | and SC-ISnetworks is limited byConnectivity requirement
:: 7 N I ) . | andlnterfgrence requiremerds shpwn m[[[Z] and_[10] v_vh|le
i H"’“f/ \Q“(G:):l H*“f/ \’j““” | the capacity ofMC-AH networks is limited byConnectivity
f 5 22| i " [ requirementinterference requiremerandinterface-bottleneck
requiremen{8]. As a result, our analysis on aC-IS network
Fig. 2. Al possible sub-cases considered is far morechallengingthan those in the previous studies.
More specifically, as shown in Fif] 2,4 can be parti-
. tioned into 3 casesCase lcorresponding to the case when
the whole network, we obtain theverage delayf an MC-1S C. — O(F.), Case 2corresponding to the case when

network, denoted byD. ) Ca = Q(Fy) andCy = O(F,), and Case 3corresponding
The average delay of aWIC-IS network is express_ed bytO the case wherCy — Q(Fb), where F; — logn and
D = D,+ D;, whereD, andD; denote the delay contributed |, 105105 (H210gn) \2
by ad hoc communications and the delay contributed by infras? ( )
tructure communications, respectively. To derive the ager
delay in this paper, we consider tifieid modelproposed by
A. El. Gamal et al. in[[B]. In this model, the packet siz
is allowed to be arbitrarily small so that the time taken fo O(lGl) agnd Sub-case 1.2s WhenH - Q(G_l)’ where
transmitting a packet may only occupy a small fraction of ong! = ns /log? n. UnderCase 2 H is partitioned into 2 sub-
time slot, implying that multiple packets can be transmitteCaS€S: Namelub-case 2.and Sub-case 2.2Sub-case 2.1
within one time slot. The fluid model can be easily extended Y'€" = 0(G2) and Sub-case 2.2s when I = Q(G),
the case of the packet with constant size as showin in [34f N¥thereG: = n3C'% /log? n. UnderCase 3 H is partitioned
that we do not count the delay caused by the infrastructufé0 2 sub-cases, namefub-case 3.and Sub-case 3.2Sub-
communications within the wired network. Besides, we algg#se 3.1is whenH = o(G3) and Sub-case 3.5 whenH =
ignore the queuing delay in this model. Q(G3), whereG3 = nz/log? n. Fig.[2 shows all possible
In order to compare the optimality of our results with théub-cases we consider.
existing ones, we introduce theptimal per-node throughput  Each requirement dominates the other at least one sub-case
capacity \,,;, Which is the maximum achievable per-nodéinder different conditions as follows.

|

|

|

|

| H= u(‘c‘/ X{ =Q(G,
: ¢ .

| (C

Sub-case 1.1 Sub-case 1.2 | Sub-case 2.1 Sub-case 2.2 |I Sub-case 3.1 Sub-case 3.2

" £ f
| Unterface bottiencck) (Connectivity ) Interface-bottleneck) (Interference)] (Interface-bottleneck) (Destination-bottlencck)!

log (H? logn) . . .
Under each of the above casd$,can be partitioned into

two sub-cases. Und@&ase 1 H is partitioned into 2 sub-cases,
%':lmelySub—case 1.8nd Sub-case 1.2Sub-case 1.1s when

throughput capacity, and theptimal average delayD,,, « Connectivity Conditioncorresponding t&ub-case 1.ih
which is the average delay when the optimal per-node through  which Connectivity requiremerdominates.
put capacity\,,; is achieved. « Interference Conditioncorresponding t®ub-case 2.;h
which Interference requiremerdominates.
IV. MAIN RESULTS « Destination-bottleneck Conditiorworresponding td&Sub-
case 3.2in which Destination-bottleneck requirement

We first present the four requirements that limit the capacit
of anMC-ISnetwork in Sectiofi TV=A. Section TV-B then gives
the main results.

dominates.

« Interface-bottleneck Conditioncorresponding toSub-
case 1.1 Sub-case 2,1or Sub-case 3.lin which
Interface-bottleneck requiremedbminates.

A. Four Requirements

We have found that the capacity of aiC-IS network B. Summary of Results
is mainly limited by four requirements simultaneouslyi) We summarize the main results as follows.
Connectivity requirementthe need to ensure that the network 4 Throughput and Delay for an MC-IS network
is connected so that each source node can successfully commypaorem 1:The per-node throughput for an MC-IS net-
nicate W|th_|ts des_tmatlon node; (|I)1t¢rference requirement \york has four regions as follows.
- two receivers simultaneously receiving packets from two

different transmitters must be separated with a minimurmn dis ) When Connectivity Condition is - satisfied, A =

O(2-) + O(min{2, LLYW;), where A, =

tance to avoid the interference between the two transnmssio Hvl&’f" Z’ﬁ_Crb i _
for the two receivers; (iiiDestination-bottleneck requirement O (7710s7) and; = © (min{ 7, J2-3W7);

_ the maximum amount of data that can be simultaneouslyl) When Interference Conditionis  satisfied, A =

received by a destination node; (ijterface-bottleneck re- o # + O(min{2, 2} W), where ), =
quirement the maximum amount of data that an interface can 4 Wzg " < b bm .
simultaneously transmit or receive. Besides, each of the fo © m) and\; = ©(min{}, n_CI}WI)’
requirements dominates the other three requirementsrimster ijij) Wher?Pestination-bottleneck Conditide satisfied )\ =
of the throughput of the network under different conditioms n3 loglog(H? log n)Wa - (b bm
Ca and H. © CAHlog% fz-log(H2 iogn) + G(mln{;’ n_CI}WI)’
Our findings are significantly different from the previous where \ - e n? loglog(H? log n)Wa ) and
studies in SC-AH networks, MC-AH networks and SC-IS “ CaHlog? n-log(H? logn)

networks, which are limited by only subsets of the four  \; = ©(min{2, 22 }1¥;);

no nC'r



iv) When Interface-bottleneck Conditiois satisfied,\ = o Case I: whenCy = O(logn) and H = O(y/n/logn)

2logn  Wa cofb bm _ (Connectivity Condition is satisfied), the per-node
O H*=5=- &+ | + O(min{ 2, Z8-}Wr), where), = throughputh = ©(W/+y/nlogn) and the average delay
of g2leen . u) and\; = ©(min{L, b yiw;). D =0©(y/n/ log n), which matches the result of &AC-
no Ca ’ n’ nCr AH network [8];
Theorem 2:The a\gerage delay of all packets in BMC-IS o Case II: when CA2 = Q(ogn) and Cx =
network isD = @(W) + @(m) whereD,, = O&(%) ) and H = ©(y/n/logn) (In-
@(% andD; = @( terference Condition is satisfied), the per-node through-

2. Overview of Our Pro%lfn{Chm} put A = ©(W/y/Can) and the average delap) =
Since ad hoc communications and infrastructure communi- ©(v/7/logn), which matches the result of adC-AH

cations are carried in two disjoint channel grodps andC’, network [8]; ) 2

we will derive the bounds on the capacity and the delay con-« Case Ill: whenC'y = Q(n(%) ) andH =

tributed by the two communications separately. In parécul ©(y/n/logn) (Destination-bottleneck Condition is sat-

we first obtain the bounds on the the capacity contributedtby a  isfied), the per-node throughpit= @(nlgg llog "W and
! alogn

EOC' communicatiobns indSecti V. Mor_et srl))ecificall_yt/j, Wet_will f the average delay) — @(\/W)’ which matches
erive the upper bounds on the capacity by consideration of . it of arMC-AH network @l

the aforementioned four requirements and then prove therlow . . .

bounds by constructing the cells, designing routing scherYgte that we do not consider the capacity contributed by
and TDMA scheme properly. Although our approach is th@frastructure commun|ca.t|ons in tr_le above four cases.
integration of the previous studies ®BC-ISnetworks [14]  (C) An SC-IS network is a special case of our MC-IS net-
and MC-AH networks [8], our solution is non-trivial due toWork: Slmllarl_y, the tr_leorencal bounds in tiﬁC-ISn_etwor_k _
the following reasons: (i) the capacity MC-IS networks is [14] are consistent with our bounds when our configuration is

limited by the aforementioned four conditions simultanglpu S€t t0 the one for th&C-ISnetwork.

while those ofSC-ISnetworks andMC-AH networks are only N particular, we have the following cases:

limited by subsets of the four conditions; (ii) as a resule w « Case |I: whenC'y = 1 and H = Q(n%/log% n) (Con-
need to redesign the cell construction, the routing schemde a  nectivity Condition is satisfied)) = @(H‘fgzn + %Wi)
the schedulmg scheme basegl on various facto_rs (sudti,as andD = ®(H3 ngn +¢), which matches the result of an
C4 andn), which are not straight-forward. Details about our  gc_|snetwork [12];

proof_on ad hoc. communicatipns wiII_be given in Seclidn V. | case II: whenC, = 1 and H = o(n%/log% n)
We will n_ext_derl\_/e the (_:apacny _co_ntrlbuted by infrastuuret (Interface-bottleneck Condition is satisfied)) =
communlcatl_onsm S_ectl(m/I.SImllarly, we need to cor_ﬂtru_ @(HQIOﬁ ) % + min{ﬁ,b—g}Wl) and D =
BS-cells design routing scheme and TDMA scheme in this 73 logn ¢ nonti
phrase while these constructions are different from thdse o O(=—2" + ¢), which matches the resuit of a8C-IS
ad hoc communications. The complete proof of Theofém 1 network [14].
and Theoreri]2 will be given in SectiGalVi. 4. Optimality of Results

3. Generality of MC-IS Networks We analyze the optimality of the per-node throughput

Our proposed/IC-IS network offers a more general theoreticapacity A and the average delag of an MC-IS network.
cal framework than other existing networks. In particutdner Specifically, the analysis is categorized into two case}: (1
networks such as aBC-AHnetwork [2], anMC-AH network When A, dominates\;; (2) when); dominates\,.

[8], and anSC-ISnetwork [14] can be regarded as special Case 1: when), dominates); (i.e. Wa — W and
cases of ouMC-IS network under the following scenarios. Wr/W — 0). We obtain the maximum per-node throughput

(A) An SC-AH network is a special case of our MC-1§apacity as the following sub-cases: @) = O (z1i)
network: The theoretical bounds in tf&C-AHnetwork [2] are with Connectivitycondition; (i) A = @( W ) with
consistent with our bounds when our configuration is set to G2 Hlogzn
the one for theSC-AHnetwork. Specifically, the configurationinterferencecondition; (iiiy A = ©( 2= 1°g£°g(H2 log n)W )
is that H is set to©(y/n/logn), C4 = 1, Wa = W and CH log? n-log(H3 logn)

: P TR H>W logn
W; = 0. In that configuration, the total bandwidth is assignedith Destination-bottleneckondition; (iv) A = O (&%)

for ad hoc communicationdi(4 = W andW; = 0), there is with Interface-bottleneckondition. In all the above sub-cases,

a single channel availabl&>(, = 1) corresponding to that of we always have the average delay = 9(%)- The
an SC-AH network [2]. results imply that we should assign most of channel bandwidt
(B) An MC-AH network is a special case of our MC-I$0 ad hoc communications in order to obtain the maximum
network: The theoretical bounds in thdC-AH network [8] capacity and the minimum delay. However, we show next that
are consistent with our bounds shown in Theoidm 1, wh#me above results are not optimal compared W@tise 2
our configuration is set to the one for tMC-AH network, in ~ Case 2: when); dominates), (i.e. W; — W/2 and
which H is set to©(y/n/logn), corresponding to that of an W4 /W — 0). In this case, the maximum per-node through-
MC-AH network [8]. put capacityA = ©(2W) and the average delap) =
In particular, we have the following cases: O (mmrérmy)- It implies that when when\; dominates\,,




SC-AH antennaonly to anMC-1S network equipped witldirectional
- antenna®nly, which are named as anC-1S-DAnetwork, we

oS can obtain an even lower delay ?ilj—c, as shown in point

MC15-DA C/, whered is the beamwidth of a directional antenna mounted
c at the base station (usually< 2x). Consider the same case
tc> o of Cr = 12 and# = 75 that is feasible in most of mmWave
E]- i r An) systems[[211]. AnMC-IS-DA can further reduce the delay by
Toer 24 times lower that of aMC-1S network and reduce the delay
by 288 times lower than that of &C-ISnetwork. Details on

Fig. 3. Capacity and delay regions under different netwofkee scales of this extended work will be addressed in Secfion] VI
the axes are in terms of the ordersrin '

¥ opbOXx

V. CAPACITY CONTRIBUTED BY AD HOC

to maximize the capacity, most of the channel bandwidth COMMUNICATIONS

should be assigned for infrastructure communicationshist t

time, increasing the number of base stations can significant We first derive the upper bounds on the network capacity
improve the network capacity. More specificallypi= €2(n), ~contributed by ad hoc communications in Section V-A and
then A = ©(W), which is significantly higher than those inthen present the constructive lower bounds on the network
Case 1 This is because the multi-hop ad hoc communicatioggpacity contributed by ad hoc communications in Section
may lead to the capacity loss due to the higher interfered¢ddl which have the same order of the upper bounds, implying
of multiple ad hoc communications. Meanwhile, the minimurihat our results are tight. Wenext give the aggregate thpug
average delayD in this case is bounded b§ (smr&my), Capacity in Sectiof V-C.

where ¢ is a constant and——-5—- is independent ofa.

min{Cr,m
It is obvious that —&—k = o @(%)) since H A. Upper Bounds on Network Capacity Contributed by Ad
is determined by the number of nodes Intuitively, we Hoc Communications
have much lower delay than that @ase 1 The reason  The network capacity contributed by ad hoc transmissions
behind this lies in the higher delay brought by the multi-hog, an MC-IS network, denoted b\, is mainly affected by
communications irfCase 1In summaryMC-ISnetworks have (1) Connectivity requirement, (2)interferencerequirement,
the optimal per-node throughput capacity,,; = ©(W) and (3) pestination-bottleneckrequirement and (4)interface-
the optimal average delay),,; = G(W)- bottleneckequirement. We first derive the upper bounds on the
We compare our results with other networks (diC-AH per-node throughput capacity under Connectivity Conditio
network, anSC-ISnetwork, and ar8C-AH network) in terms Before presenting Propositidh 1, we have Lenirha 1 to bound
of the optimal per-node throughpitand the optimal averagethe expectation of the number of hops denotedhby
delay D. As shown in Fig[B, aMC-IS network can achieve |Lemma 1:The expectation of the number of hopsis
the optimal per-node throughput,; = ©(W) (point C in  pounded by (H).
Fig.[3), which isy/nlogn times higher than that of aMC-  Proof. We first denoteP(h = i) by the probability of the
AH network and arSC-AHnetwork (pointA in Fig.[3), and event that a packet traversés= i hops. According to the
the same as that of aBC-ISnetwork (pointB in Fig.[3), H-max-hop routing scheme?(h = i) is essentially equal to
implying thatthere is no degradation in the optimal per-nodehe probability that a packet traverses at miost i hops with
throughput of an MC-IS network the exclusion of the event that a packet traverses no more tha
Besides, arMC-IS network can achieve the smallest delay. = i — 1 hops, where > 0. Thus, P(h = i) is equal to the
G(W) (point C in Fig. [3) when the optimal per- ratio of the area of a disk with radifs—1) -r(n) to the area
node throughput capacith = ©(W) is achieved. It is of a disk with radiusi - 7(n), wherer(n) is the distance of a
shown in [3] that in anSC-AH network and anMC-AH hop. As a resultP(h = i) = %W
network, the increased capacity pays for the higher del@ du We then have
to the multi-hop transmissions. However, BIC-1S network o , ) )
and anSC-ISnetwork can overcome the delay penalty by h=E(h) = Z i-(i* = (1 —1)%)-7r*(n) 1)
transmitting packets through infrastructure, inside \urtivere ; TH?2r2(n)
is no delay constraint. Furthermore, MC-IS network can

i=1

achieve an even shorter delay thang®-ISnetwork by using ~ Sincei[i? — (i —1)?] in Eq. (1) are the series of hexagonal
multiple NICs at each base station, which can support maltiptumbers, then EqX1) can be simplified as follows
simultaneous transmissions. Specifically, as shown in[Eig. 1 _ 3 2

an MC-IS network (pointC) has a delay reduction gain of h = oA +}1[)2(4H Y _ 4 +6?1)LII§ a (2)
m over anSC-ISnetwork (pointB). For example, an B

MC-IS network with C; = m = 12, in which we assign a It is obvious thath is a function of H as shown in Eq[{2).
dedicated interface for each channel, has a delay 12 tinEse limit of A(H) as H approachesc is limy o h(H) =
lower than anSC-ISnetwork. Besides, when we extend ou©(H ), which can be directly derived from the definition of
analysis on aMC-IS network equipped witlbmni-directional the asymptotic notatio®(-) and Eq. [(2). 0



We then have Propositiofl 1 that bounds the per-noddél?r?(n)) = rH?r?(n), i.e., E(N;) = ©(rH?'%8"). There-
throughput capacity contributed by ad hoc communicatiofisre, F(N;) = n - wHQl‘)% = wH?logn.
under Connectivity condition, Recall the Chernoff bound5[B5], we have

Proposition 1: When Connectivity requirement dominates, , for any § > 0, P(N;, > (1 + 0)rH?logn) <
the per-node throughput capacity contributed by ad hoc com- s ©H?logn
munications is\, = O (g1 )- (W)
Proof. We first calculate the probability that a node uses the ad- forany0 < 0 < 1, P(N; < (1 — §)mH?logn) <
hoc mode to transmit, denoted B AH ), which is the proba- —mH? logn6%/2,
bility that the destination node is located withih hops away  In summary, for any0 < 6§ < 1, we can obtainP(|N; —
from the source node. Thus, we ha¢AH) = tH?r*(n).  xH2logn| > émH2logn) < e s™H’legn wheree > 0.

Since each source generates bits per second and thereThus, whenn — oo, the total number of source nodes
are totally n sources, the total number of bits per secongansmitting in ad hoc mode i®(H?logn) w.h.p.Besides, it
served by the whole network is required to be at leagf proved in [36] that the maximum number of flows towards
n-P(AH) - h- A,. We next prove that - P(AH) - h- A, any given node in a random network wifi nodes, denoted
is bounded bymWA Denote the maximum number ofby D(N), is upper bounded b@(lololgogN) w.h.p.Combining
simultaneous transm|33|ons on a particular channeNRy.. the two results leads to the above result. 0
As pro}yed in Lemma 5.4 inL[2] Ny is upper bounded  We then prove the upper bounds on the per-node throughput
by xzritmyyz: Wherek;, > 0 is a constant, independent ofcapacity under Destination-bottleneck Condition.

n. Note that each transmission over the channel is of  Proposition 3: When Destination-bottleneck requirement

Wa/Ca bits/sec. Adding all the transmissions taking placgominates, the per-node throughput capacity contribuyeath

at the same time over all th€4 channels, we have that the n2 log log(H2 log n)Wa

total number of transm|SS|ons in the whole network is no mopeoc communications id, = O CAH?log3 n-log(H? logn)

than 49— Z = MW ,bits/sec. Therefore, Proof. Since each node has one interface that can support at

ey I cA A2(r(n)) s

we haven - P(AH) - Ti- A < Az(f(n))zWA most=4 and Since each node has at mpst (n) flows under

Combmmg the above results with Lemifih 1 yieltls < theH max- hop routlng scheme, the data rate of the minimum
Wa kWi \where ky is a constant. "at€ flow is at mosti where Dy (n) is bounded by

A2 2( ) " nrH3r2(n) — nH3r2(n)’ (1)
Besides, to guarantee that the network is connected with h@(% by Lemmd]Z After calculating all the data

probability (v.h.p), we requirer(n) > IOg” [2]. Thus, we rates at each node times with the traversing distance, we hav

)

have )\, < ;g’lmf‘ wherek; is aconstant o P(AH) - Aq-h-7(n) < cmzfﬁn(n) L.
We then derive the upper bounds on the per-node throughputVe then have A\, < CADH(R)VIZ?AH)ET(R) <
capacity under Interference Condition. WAl T This is becauseh = O(H)
og ogn

Proposition 2: When Interference requirement dommatesC“HSTS(") Tos log(HZ log n) ) ) )
the per-node throughput capacity contributed by ad hoc coff?d P(AH) = mH?r?(n) are derived in Lemmal 1 and in the
nWa proof of Propositiofi]L, respectively. Sineen) = @( 1"%)
c2H3 log3n) as proved in[[P], we then prove the result. 0
Proof. We present a proof of the bound in Appendix A Finally, we prove the upper bounds on the per-node through-
Before proving the upper bounds on the throughput capacgt capacity under Interface-bottleneck Condition.
under Destination-Bottleneck condition, we have Lenfiiina 2 to Proposition 4: When Interface-bottleneck requirement
bound the number of flows towards a node underfthenax- dominates, the per-node throughput capacity contributed b

munications is\, = O

hop routing scheme. ad hoc communications s, = O(2).

Lemma 2:The maximum number of flows towards apProof. In an MC-IS network, each node is equipped with only
node under thef/-max-hop routing scheme i®)y(n) = one interface, which can support at mg¢ data rate. Thus,
o % w.h.p. Aa is also upper bounded b§4. Note that this result holds

ool e for any network settings.
Proof. Let N;(1 < i < n) be a random variable defined as y g O

follows,
B. Constructive Lower Bounds on Network Capacity Con-

N, — { 1 if source node transmits to its destination nodgiputed by Ad Hoc Communications

0 otherwise. .
We then derive the lower bound on the network capacity by

Let N, be a random variable representing the total numbeenstructing a network with the corresponding routing sohie

of source nodes transmitting in ad hoc mode. We hawaad scheduling scheme when each requirement is considered.

N, = > | N;. Thus, the expected number of source nodd$e derived orders of the lower bounds are the same as the
. . n orders of the upper bounds, meaning that the upper bounds are

transmitting in ad hoc mode i&(Ny) = E{ X i, Ni) - tight. In particular, we first divide the plane into a numbér o

S E(N;). Since f(N; = 1) = P(AH) = tH?r*(n) and equal-sized cells. The size of each cell is properly chosen s

r(n) needs to be@(\/log n/n) to ensure that the networkthat each cell ha®(na(n)) nodes, where(n) is the area of

is connected, we havé&(N;) = 1-7H?r?(n) + 0 - (1 — acell (SecC’V=BIL). We then design a routing scheme to assign



L oreseeond ————] Time As shown in Lemmd]3, there a®(n - a(n)) nodes in
T J (S T T

«“"— adgecoorsiot " ===, each cell. Therefore, Step (2) will assign to any node at most

T O(%) O(H?%a(n)) flows. Summarizing Step (1)
= and Step (2), there are at mogtn) = O(1 + H3a(n) +
i m Dy (n)) flows at each node. On the other hand?a(n)

Fig. 4. Plane divided into Fig. 5. TDMA transmission schedule domlnatesf(n) since H >. 1 and a(n) IS asymptotlcally

a number of cells. larger thanDy (n) whenn is large enough. Thus, we have

f(n) = O(H?a(n)).
the number of flows at each node evenly ($ec.V-B2). Finally, 3) Scheduling Transmission§Ve next design a scheduling
we design aTime Division Multiple Access (TDMAcheme Scheme to transmit the traffic flows assigned iroating
to schedule the traffic at each node ($ec.V-B3). scheme Any transmissions in this network must satisfy the
1) Cell Construction: We divide the plane intol /a(n) two additional constraints simultaneously: 1) each imteef
equal-sized cells and each cell is a square with areg(of, ©Only allows one transmission/reception at the same time, an
as shown in Figll4. The cell size afn) must be carefully 2) any two transmissions on any channel should not interfere
chosen to fulfill the three requirements, i.e., the connitgti With each other. o
requirement, the interference requirement and the ddistima V_Ve propose a TDMA scheme to schedule transmissions that
bottleneck requirement. In particular, similar [8], wet s satisfy the above two constraints. Hig. 5 depicts a scheafule
i 1001og n 1og% n | log? nlog(H? 10gn)} transmissions on the network. In this scheme, one second is

£ ona

o9

a(n) = min < max ,

n 03 ‘log log(H? log n) divided into a number ofdge-colorslots and at most one
Note that the interface- bottleneék requirement is inddpah transmission/reception is scheduled at every node dudch e

of the size of a cell. edge-color slot. Hence, the first constraint is satisfiecchEa
The maximum number of nodes in a cell can be uppedge-color slot can be further split into smalleini-slots

bounded by the following lemma. In each mini-slot, each transmission satisfies the above two
Lemma 3:1f a(n) > 501%, then each cell ha®(n(a(n)) constraints. Details are described as follows.

nodesw.h.p. (i) Edge-color slot First, we construct a routing graph in

Proof. Please refer td [8]. ] Wwhich vertices are the nodes in the network and an edge

We next check whether all the above valuesadf) are denotes transmission/reception of a node. In this cortstnjc
properly chosen such that each cell haén(a(n)) nodes one hop along a flow is associated with one edge in the routing
w.h.p.whenn is large enough (i.e., Lemnﬁ 3 is satisfied)graph. In the routing graph, each vertex is assigned with
It is obvious thathOlogn > and < S0logn  f(n) = O(H3a(n)) edges. It is shown in[8][[37] that this

" routing graph can be edge-colored with at most/3a(n))
since we only considet’4 in Connectlwty Condmon and glors. We then divide one second i@ [1%a(n)) edge-color

Interference Condition. BemdeéM is also slots, each of which has a length@f -1 — ) seconds and is
n2-loglog(H? logn) H3a(n)

50 log n log 2 n

50 logn . Tog(H? log 1) stained with a unique edge-color. Since all edges conrgectin
greaters than with large n since .1, mmioe s > 1 to a vertex use different colors, each node has at most one
and g2 n - 50 logn whenn is large enough. transmission/reception scheduled in any edge-color tiote s

Besides, the "number of interfering cells around a cell is (i) Mini-slot: We further divide each edge-color slot into
bounded by a constant, given by Lemfa 4 as follows. mini-slots. Then, we build a schedule that assigns a trasismi

Lemma 4:Under the interference model, the number ¢¥ion to a node in a mini-slot within an edge-color slot over

interfering cells of any given cell is bounded by a constaft channel. We construct anterference graphin which each
ks, which is independent of. vertex is a node in the network and each edge denotes the

Proof. The detailed proof is stated in Appendix B. 0 interference between two nodes. We then show as follows that

2) Routing SchemeTo assign the flows at each noddhe interference graph can be vertex-colored witina(n))
evenly, we design a routing scheme consists of two steg&lors, where; is a constant defined in[8].
(1) Assigning sources and destinations and (2) Assignieg th Lemma 6:The interference graph can be vertex-colored
remaining flows in a balanced way. with at mostO(na(n)) colors.

In Step (1), each node is the originator of a flow and eadtroof. By Lemma&4, every cell has at most a constant number
node is the destination of at maBty (n) flows, whereDy (n)  of interfering cells. Besides, each cell h@éna(n)) nodes by
is defined in Lemmal2. Thus, after Step (1), there are at méstmmal3. Thus, each node has at m6sia(n)) edges in
1+ Dy (n) flows. We denote the straight line connecting ¢he interference graph. It is shown that a graph of degree at
source S to its destination D as an S-D lines. In Step (2nostko can be vertex-colored with at mokg + 1 colors [8]
we need to calculate the number of S-D lines (flows) passifigi/]. Hence, the interference graph can be vertex-coloiigd w
through a cell so that we can assign them to each node evealymostO(na(n)) colors. 0
Specifically, we have the following result. We need to schedule the interfering nodes either on differen

Lemma 5: The number of S-D lines passing through a ceihannels, or at different mini-slots on the same channeksin
is bounded byO(nH?(a(n))?). two nodes assigned the same vertex-color do not interfete wi
Proof. The detailed proof is stated in Appendix C.  each other, while two nodes stained with different colory ma
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interfere with each other. We divide each edge-color sl inin Section[VI-B. We give the aggregate capacity contributed
[kﬂé—a("q mini-slots on every channel, and assign the minPy infrastructure communications in Sectibn VI-C. Finally
. ection V=D gives the proof of Theorellh 1 and Theofdm 2.

S
slots on each channel from 1 d“”é# . A node assigned
with a colors, 1 < s < kzna(n), is allowed to transmit in o ypper Bounds of Network Capacity Contributed by Infras-
mini-slot [CLAW on channels mod C4) + 1. tructure Communications

We next prove the constructive lower bounds of the capacity.\we derive the upper bounds of the throughput capacity
- ) contributed by infrastructure communications as follows.
_ Proposition 5: The achievable per-node throughput capac- proposition 6: Under the H-max-hop routing scheme, the
ity A\, contributed by ad hoc communications is as fOHOWS-throughput capacity contributed by infrastructure comioan
1) When Connectivity requirement dominates,, is tions, denoted by, is:

Q(H?K)Vg*‘z n) bits/sec; (1) WhenCr < m, T = O(bW;).
2) When Interference requirement dominates, is (2) WhenCy >m, T = O(bcﬂIWI).

O —¥a ) bits/sec; Proof. Since each packet transmitted in the infrastructure

H3C?2 log5 n H H H i

3) When Destination-bottleneck requirement dominatgs, mo_de will use both the uplink and the downlink communi

_ 2 los lon( H? log ) IV _ cations, we only count once for the throughput capacity.

is Q C"Hsolg:%g( : gczi;)l gA ) bits/sec; Case (1) whei@; < m. Itis obvious that then interfaces at

A 0g?2 n-log ogn . .
Q(Wa). words, theC'; channels are fully utilized by the: interfaces.
A

Counting all theb base stations, we hav& = O(bW7).

Case (2) whenC; > m. The number of interfaces is
seconds is divided int(ﬁ’”%—‘f’ﬂ mini-slots over every chan- smaller than the number of channels, implying that not all
k7na(n)—‘ ) the C; channels are fully used. In fact, at most channels

nel, each mini-slot has a length ﬂf((Hsl( ))/ . _ ;
. an LA can be used at a time. Besides, each channel can support
seconds. Besides, each channel can transmit at the rate’ 0

Proof. Since each edge-color slot with a Iength(b(fﬁ(n))

. . . at most ¥t pits/sec. Thus, each base station can support at
Wa - — Wa C !
o bits/sec, in each mini-sloy, = Q(CAHaa(n).[hg_ﬁw] mostcﬂIWII bits/sec. Counting all the base stations, we have
bits can be transported. Sinc?@”é‘i(")w < bt 4, we Ty =00& Wi). O
have A, = Q(k7H3a2(n)I?1/-tH3a(n)CA) bits/sec. Thus\. = B. Constructive Lower Bounds of Network Capacity Con-

Q(MINO (Hszg?n)n’ . )) bits/sec. Recall that(n) tributed by Infrastructure Transmissions

A
a(n)C . .
N —— nA oz} nlog(H? logn) Substi The lower bounds are proved by_ constructing a routing
IS min | max n 0 E S oglog(H2 logm) UbSt- scheme and a transmission scheduling scheme on a regular-
tuting the three values ta,, we have the results 1), 2) and 3)_tessellated BS network. The derived orders of the lower Gsun

Besides, each interface can support the raté?ef bits/sec. are the same as the orders of the upper bounds, implying that

Thus, A, = Q(%2), which is the result 4). g the upper bounds are tight. _
A 1) BS-Cell Construction by Regular Tessellatiorhere are

. b base stations regularly placed in the plane dividing thaela
C Aggregate _Throughput Capacity ) into a number of equal-sizeBS-cells Note that the size of
Itis shown in [14] that the total traffic of ad hoc commuyachBS-cellmay not be necessarily equal to the size of a
nications isnmH?r?(n)\,. Combining Propositions] L1 2] 3, ce|l. Besides, Lemm&l4 still holds even if the base stations
and[® with the total traffic leads to the following theorem. 4o regularly placed in the plane. So, the number of interger
Theorem 3:The aggregate throughput capacity of the negs_celisis also bounded by a constant, denoteddgywhich

work contributed by ad hoc communications is is also independent df
1) When Connectivity requirement dominate$y is  2) Routing and Scheduling Scheméghe routing scheme
@(;Yfg‘.*n) bits/sec. _ _ ~ forthe infrastructure traffic is simple, i.e., to forwarattraffic
2) When Interference requirement dominates, is to a base station (uplink) and to forward the traffic from a
@(#) bits/sec. base station (downlink). We propose the following TDMA
A og2n

egcheduling schem&; to schedule thé8S-cellsto be active

3) When Destination-bottleneck requirement dominat . )
3 in a round-robin fashion.

T4 is O ki logk{g(m logn)Wa ) bits/sec.

CAHlog? n-log(H? logn) (1) Divide the plane intd equal-sizedBS-cells
4) When Interface-bottleneck requirement domindiesis (2) We group theb BS-cellsinto a number of clusters.
©(H?logn - ch—ﬁ) bits/sec. Each cluster hagks + 1) BS-cells We then split the
transmission time into a number of time frames. Each
VI. CAPACITY CONTRIBUTED BY INFRASTRUCTURE frame consists ofks + 1) time slots that correspond to
COMMUNICATIONS the number oBS-cellsin each cluster. In each time slot,

We first derive the upper bounds of the capacity in Section oneBS-cellwithin each cluster becomes active to transmit
[VI-Aland give the constructive lower bounds of the capacity and theBS-cellsin each cluster take turns to be active.
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Proposition 7: Under the TDMA schemé&;, the through- network can suppontin{C;, m} simultaneous transmissions

put capacityly, is: at a time. This is because whéh < m, a base station witi
(1) WhenCr < m, T; = Q(bW;). interfaces can support at mast simultaneous transmissions;
(2) WhenC; > m, Ty = Q(bZ&-W;). whenC > m, a base station witim interfaces can support at
I

Proof. Since each packet transmitted in the infrastructufBOStm simultaneous transmissions. Thus, the average delay
mode will use both the uplink and the downlink, we onl)for the packets transmitted in the infrastructure mode in an

count once for throughput capacity. MC-IS network is bounded bﬁ(imin{éj,mf)'

Case (1) wherC; < m: UnderY;, eachBS-cellis active We then derive the bound on the delay when the packets
every(ks + 1) time slots. When &S-cellis active, there are at € transmitted in ad hoc mode. The expectatiork afnder
mostC; channels available. Thus, the total bandwidthisf  17-max-hop routing strategy is bounded By ) as proved
of thoseC; channels are fully used, implying that the per-ceffy LemmaLl. Since the time spent by a packet at each relay is

throughput); is lower bounded by'Y~. Counting all theb bounded bye;, the average delay is of the same order as the
Y petl” ber of hops, i.€), = ¢, - = ©(H). It is shown
base stations, we ha@® = Q(2Ws). average number o nops, 1.6/ = ¢y (H). Itis show
Case (2) wherC; > m: Sirrkﬁlghy eachBS-cellis active N the proof of Lemma&l2 that the number of transmitters in the
. y H 2
to transmit every(ks + 1) time slots in case (2). But, when a"’w_I hoc _moﬁe !STfH logn w.h.p.;‘he_n the m;rlnber of tr:ans-
BS-cellis active, onlym channels available at a time and eacffters in the infrastructure mode ®& — mH" logn) wh.p.
ve analysis, we have the average delay

channel can support at mo%fli data rate. Thus, the per-cellAfter applying the abo

- w - f all packetsD — @ T lesm HHn=m 108 n) iy
throughput); is lower bounde%. Counting all thep ©Or all pac etsDz_ o n )
base stations, we havy = Q(z2005). 0 Note that “="1°2" s pounded byO(1). Thus, we have

Theoren{D. 0
C. Aggregate Throughput Capacity
Combining Propositiofil6 and Propositibh 7, we have VII. DISCUSSIONS ANDIMPLICATIONS
Theorem 4:The aggregate throughput capacity of the net- In this section, we first extend our analysis to the scenarios
work contributed by infrastructure communications is of using directional antennas C-IS networks in Section
(1) WhenC; < m, T; = ©(bW). VII-A] We then discuss the impacts of mobility models in
(2) WhenC; >m, Tr = ©(bg-Wi). Sectior VII-B. Finally, we present the implications of ddC-

It is shown in Theoreni]4 that the optimal throughpufS networks in Sectiof VII-C.
capacity contributed by infrastructure communicatidns=

O©(bWr) is achieved whenC; < m. Generally, we have A. Using Directional Antennas in MC-IS networks

Cr = m. If C; # m, some interfaces are idle and wasted. . . .
. . o . . Conventional wireless networks assume that each node is
It implies that to maximizel';, we shall assign a dedicated

interface per channel at each base station so that alCthe egwppe_d Wlth.ano_mn|-c_i|rect|c.)nal antenna, Wh'Ch “'?‘d'at.es
channels can be fullv utilized signals in all directions including some undesired di@tsi

y ' Recent studies such as [38], [39] show that applying di-
rectional antennas instead of omni-directional antenmas t

D. Proof of Theoren]1 and Theordth 2 wireless networks can greatly improve the network capacity
We finally give the proof of Theorefd 1 as follows. The performance improvement mainly owes to the reduction
Proof of Theorem[1 in the interference from undesired directions since dioeect

We first have the aggregate throughput capaf€ity T4 + antennas concentrate radio signals on the desired dinsctio
T, whereT, is the aggregate capacity contributed by ad ha&lthough directional antennas have numerous advantages, t
communications and? is the aggregate capacity contributedulky size and the impacts of directionality also restrict
by infrastructure communications given by given by Theorethe application of directional antennas to wireless nelwor
and Theorernl4, respectively. Since there are at mosides However, with the evolution of wireless communication tech
in the network, we then dividd” by n and finally have the nologies, these challenging issues will finally be solved. |
results in Theoreral1. This completes the proof. q fact, a directional antenna has become a necessity in or-

We then derive the average delay of BC-IS network der to compensate for the tremendous signal attenuation in
contributed by ad hoc communications and infrastructunaillimeter-wave (mmWave) communication systerns| [40]. It
communications as follows. is feasible to deploy directional antennas at both basmstat

Proof of Theorem[2 and mobile devices in mmWave communication systems since

We first derive the bound on the delay when the packets dheir size will be quite compact due to the fact that the
transmitted in the infrastructure mode. As shownlinl [14§ thantenna size is inversely proportional to the radio fregyen
average delay for the packets transmitted in the infrastrac (the frequency band is ranging from 30GHz to 300GHz in
mode in anSC-ISnetwork is bounded b¥(c), wherec is a mmWave communication systenis [41]).
constant depending on the transmitting capability of theeba We extend our analysis on afiC-1S network with omni-
station. Different from anSC-IS network, where each basedirectional antennas (in the previous part of this papeth&b
station is equipped with a single interface supporting astmowith directional antennas. In particular, we name M@-1S
one transmission at a time, each base station irM&ilS network equipped with directional antennas as\M@-IS-DA
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arectona nks Proof. The detailed proof is presented [n[43]. 0
golaoe As shown in Corollary1l, amMC-IS-DA network has four
N capacity regions similar to amMC-IS network. However,
compared with atMC-IS network, anMC-1S-DAnetwork has
the higher throughput capacity than BIC-IS network when
Connectivityrequirement andnterferencerequirement dom-
inate. In particular, whei€Connectivity Congiition's satisfied,
. . anMC-IS-DAnetwork has a capacity gaifs- over anMC-IS
network. Fig[ shows an example BIC-IS-DAnetworks, in o1 Wwheninterference Coﬁditicgln'éJ sﬁg;_isﬁed, arMC-IS-

which each base station is equipped with multiple dire(alonD network has a capacit aiﬁl over anMC-IS network
antennas and each common node is equipped with a singe pactly g '

directional antenna. Similar to adC-IS network, there are IS fer[\?v?)ur:: g;slfisg;i;ﬁ;'n?mdligsgiﬂzl ?;t:lgirt]af:(l)ﬂ\ﬁ-ute d
two types of communications in &MC-1S-DAnetwork:ad hoc 9 y Imp pactty

L . by ad hoc communications. The capacity improvement ma
communicationdetween common nodes arnafrastructure y pactty imp y

communicationdetween a common node and a base statiop). to theimproved network connectivitgnd thereduced
: - . Nterference One thing to note that the capacity MiC-1S-DA
Differently, both ad hoc communications and infrastruetur

communications in amC-1S-DA network consist ofdirec- network contributed by infrastructure (_:ommun|cat|ons!s
. o the same as that of aWC-IS network, implying that using
tional communication linkenly.

. . directional antennas at base stations will not improve the
In this paper, we consider fiat-top antenna model[]9], P

B3], [2], in which sidelobes and backlobes are ignoreéapacny' However, our following analysis will prove thaing

e irectional antennas at base stations can significantlycesd
Our antenna model assumes that a directional antenna q In

is within a specific angle, i.e., the beamwidth of the antennae delay contributed by infrastructure communications.

which is ranging from 0 ter. The gain outside the beamwidth é Delllay (g ar:_ %Dtﬁ n;tvlork that th .
is assumed to be zero. In oMC-IS network, each common ecall In sectio aty = m soihat iné maximum

node is mounted with a single interface, which is equippetBrOUthm capacity contributed by infrastructure comimun

with a directional antenna with beamwidthEach base station Cf?:r?aniz ﬁgnwggtsg?lien\tlggaggz lijns1u?”i)r/1 hf ; v:vewslhz(ljl ;2;[
is mounted withm interfaces, each of which is equippec} » Implying 9

with a directional antenna with beamwidh where each dedicated interface per channel at each base station sallthat

directional antenna at each base station is identical. Nate the C'; channels can be fully utilized. However, as the rao!io_
the beamwidth¢ of an antenna at a common node is no%pectrum IS becqmmg more congested and scarde [44], it is
necessarily equal to the beamwidtlof that at a base Station_extravagant and |mpract|cal to lét; = m. Thus, we extend
1. Capacity of an MC-IS-DA network our anaIyS|s o the case withl; < m. .
The capacity of anMC-IS-DA network contributed by We first unally d|V|dem_ antennas intos grou_p_s,_each of
infrastructure communications is the same as that of1&x which ha_s? antennasr(z IS assnmed to be divisible by
IS network. However, arMC-1S-DA network has different though this analysis can be easily extended to the caserthat
capacity regions on the per-node throughput capacitfrom s .“Ot divisible byx). V\/.ithin. each group, th(% antennas are
an MC-IS network. pointed to the same direction so that their beams cover each
Corollary 1: The per-node throughpuk for an MC-1S-DA other, as s_hown_ln Fifl 6. We name ea(_:h group of antennas as
network has four regions as follows. asector I_t is obvious that each sactor will covérThere is no
i) When Connectivity Conditions satisfied,\ = 6(% . pverlapplng between any two adjacant.sectors. Therafmeae
W o ! 4@7572 is no conflict bef[ween any transmissions from two adjaf:ent
Hlogn) + O(min{2, n—c,}WI), where A, = G(W *sectors The conflict only happens between the antennas within
H"l‘;{g‘n) and\; = ©(min{2, fl’gl Wr); the same sector. To avoid conflicts, we can aséigchannels
i) When Interference Conditioris satisfied,\ = 9(2_77 . to the conflicting transmissions within the same sector.rin a
¢ MC-1S-DAnetwork, each base station with multiple directional

Fig. 6. Network topology of atMC-IS-DA network in aBS-cell

#ﬁg%n) + O(min{2, 22L}1;), where A, = antennas can support more simultaneous transmissions than
@“ o Wa and . — O(minf®. b1y that of a typicalMC-IS network. Intuitively, anMC-_IS-DA
(? ' m) i = O (min{2, e ) Ok network can have a better performance than a typi@Hs
iil) When Destination-bottleneck Conditicis satisfied\ = network. In particular, we have the following result.
@< n2 loglcl)g(Hz log n)Wa + O(min{l, tmyw)), Corollary 2: The average delay 3of .aII packets in an ex-
CaH log3 nlog(H? ogm) ) n’ nCr tendedMC-IS network is D = @(W) + @(% ,
3 (H? log :
where A\, = © CZ;T:?L?(};Z’;ZLZZ)) and whereD, = © @T‘”g" and D, =06 .
i = @(min{%, %}WI); Proof. The detailed proof is presented [n [43]. 0
iv) When Interface-bottleneck Conditiois satisfied,A = It is shown in Corollan[P that using directional antennas

at base stations in aklC-IS network can further reduce the
average delay contributed by infrastructure communioatio
D; in the caseC; < m since obviously[%’fJC’[ > (.
Besides, Corollary]2 also shows that the narrower antenna

S HQI"%-%’—;‘) + O(min{t, LZYW;), where), =

n’ nCrp

o) HQIO%.M) and/\i:®(min{b bm}WI)-

CA E’ nCI
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beamwidthy is, the lower average delay; is. This result also solutionto the above raised challenges. When there are a large
implies that using directional antennas in BIC-1S network number of low-volume traffics, e.g., transmitting monitbre
can significantly improve the spectrum reuse. For examptemperature information from sensors to sinks in a WSN, we
suppose that we only have only one channel available, ireeed to let ad hoc communications dominate X gdominates

C7; = 1, which can only be used by one omni-directional;, as implied from our results. On the other hand, when
antenna in anMC-IS network. However, in arMC-IS-DA there are high-volume traffics, such as transmitting images
network where each base station is equipped with 12 direwr- surveillance videos obtained from autonomous cameras
tional antennas each with beamwidgh(i.e., 30°), this single to the controlling center of a smart grid, we need to let

channel can be simultaneously used by 12 antennas. infrastructure communications dominate, e dominates\,,.
When there are some hybrid traffics of high-volume data and
B. Impacts of Mobility low-volume data, we need to assign ad hoc communications

. . . and infrastructure communications proportionally. Thisran
Multi-hop and short-ranged ad hoc communications in- . o : . . :
. . . interesting question: how to assign the traffics to eith&as:
evitably result in the low throughput and the high delay due C o .

. tfucture communications or ad hoc communications accgrdin

to the interference among multiple concurrent transmissio, ~ . : . . e
and the time spent on multi-hop relays. As shown(Td [45] ttg dlffgrent bandywdth requirements 01_‘ various applicasio
‘ '~ Device-to-DevicgD2D) communications have recently at-

allow a mobile node to serve as the relay between the source . . .

oo ) racted great attentions since this technology can offlbad t
and the destination can greaﬂy reduce the interference Aetwork traffic improve the spectrum reuse and increase the
consequently lead to the higher throughput than the nEtW%Eroughput capacity [18][]29]. However, there are a number

without mobile relays. IIMC-IS networks, we can also employ : :
mobile nodes to serve as the relays similar(td [45]. Note th%ft challenges in D2D networks, such as the interference man

. . . agement, relay management and the spectrum allocation. D2D
the mobility can only be applied tcommonnodes instead of g ' y g P

. . . networks have the common features of MIE-IS networks
base stationsince all the base stations are connected throug . . . .
Zthere are two kinds of communications in a D2D network:

a wired network and they are usually fixed. When there is t L . .

L . : . D2D communications between devices (similar to ad hoc

similar assumption on the mobile model (i.e. random wal L . -
ommunications in outMC-IS networks) and (i) cellular

to [45], we shall be able to derive the higher throughput

: . L . cl?mmunications between devices and base stations (sitmilar
capacity contributed by ad hoc communications, which Sh‘fi’lnfrastructure communications in oMC-1S networks). Thus
be bounded byd(W4) as suggested in [45]. ' X

I . .. our theoretical analysis oMC-IS networks can be used to
In addition to random walk model, more realistic mobility
analyze the performance of D2D networks. For example, we

models, such as random way-point modell [46] and Brownian . L
motion model [47]. can also be used in AE-IS networks. can allocate” 4 channels for multi-hop D2D communications

. . ... . and allocate”; channels for cellular communications in D2D
It is not the focus of our paper to consider mobility in

our MC-IS networks due to the following reasons: (1) mo rt1etworks. The throughput and the delay of D2D networks shall

of existing mobility models can be directly used in ad h(?gave the same bounds as &4C-ISnetworks. Meanwhile, our

communications in ouMC-1S networks, which basically have proposedr-max-hop routing SChe'."”e can be apphed tO.DZD

L : ~networks to solve the relay (routing) issues with multi-hop
the similar features to conventional ad hoc networks; ( 2D communicationg [50](]B1] since it is more practicalitha
introducing mobile relay nodes to the network also bringts P

. : - : onventional ad hoc routing schemes, which often traverse
the higher delay no matter which mobility model is used, e whole network while ouFf-max-hop routing scheme can

indicated in [[3], [47]. This is because it always takes a loqgcalize the communications withiff hops
time for relay nodes to move from the source to the destinatio pS.

VIII. CONCLUSION

C. Implications of our results In this paper, we propose a nowC-IS network. We derive
The penetration of wireless communications with mobilthe upper bounds and lower bounds on the capacity di@n
intelligent technologies is significantly changing our Igai IS network. Besides, we find that adC-IS network has a
lives. It arises a diversity of scalable smart communigatidiigher optimal capacity and the lower average delay than an
systems, e.g., wireless sensor networks (WSNs), smart gM&-AH network and arBC-AHnetwork. In addition, we show
and smart home[ [19]/ [20]. The smart communication sy#at anMC-IS network has the same optimal capacity as an
tems require smart devices (smart-phones, smart apptian&C-ISnetwork while maintaining a lower average delay than
sensors, robots, surveillance devices) connected tog&be an SC-ISnetwork. Moreover, since each common node in an
to the heterogeneity of devices and applications, heterages MC-ISnetwork is equipped with a single interface only, we do
traffics are generated. Take the smart grid as an examplet need to make too many changes to conventional ad hoc
It may require the narrower bandwidth to transmit poweretworks while obtaining high performance. We extend our
consumption information from smart meters to the operati@nalysis on aMC-IS network equipped witlomni-directional
center than that to transmit surveillance videos. The bete@ntennaonly to anMC-IS network equipped witldirectional
geneity of the network performance requirements of vario@gtennasonly, which are named as adC-IS-DA network.
applications leads to the new research challenges in tes ayVe show that atMC-IS-DAnetwork has an even lower delay
[48], e.g., how to improve the throughput capacity by offoadf kAR compared with ar8C-I1Snetwork and ouMC-IS
ing the traffic at base stations. OMIC-IS networksprovide a network.
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APPENDIXA O
Proof of Proposition [2 APPENDIXC
Let the average distance between a source and a destina’[iol_r,lroof of Lemma[§
be I, which is roughly bounded by - #(n). In the network Consid 5 ined in a disk of radi V)
with n nodes and under th&-max-hop routing scheme, there onsider a celb contained In a disk of radiuR, = “=—.

are at most: - P(AH), where P(AH) is the probability that SupposeS; lies at distancer from the center of the disk. The
a node transmits in ad hoc mode. Within any time perio@nglea subtended a$; by the disk is no more thaff - an)
we consider a bi, 1 < b < AnP(AH). We assume that It the destination nod@); is not located within the sector of
bit b traversesh(b) hops on the path from the source to th@nglea, the linel; cannot intersect the disk containing the
destination, where thk-th hop traverses a distancexgb, ). Ccell S. Thus, the probability that; intersects the disk is no
a(n)

It is obvious that the distance traversed by a bit from the@®u more thanfs2>(r(m)” .
xr

to the destination is no less than the length of the line joint
the source and the destination. Thus, after summarizing e
traversing distance of all bits, we have - nl - P(AH) <
nAa P(AH) <—h(b
b=1 ( )Zh(:i r(b, h).
second and we havg, = Y741 ),
has one interface which can transmit at mest, the total p
number of bits that can be transmitted by all nodes over all
H n o Wan
interfaces are at moéfCA—A, ie., Ty < AT o
On the other hand, under the interference model, we have
dist(X; — X5) > £ (dist( X3 — X4) + dist(X; — X»)), where
X and X3 denote the transmitters add, and X, denote the [
receivers. This in-equality implies that each hop consuenes

disk of radiums? times the length of the hop. Therefore, we
have Y ;2 PAH) S0 1A% (1, h))2 < W, which can be
rewritten as

na P(AH) h(b)

(3]
1

h

AWy

(r(b,h))? < AT

®3)

b=1 [4]

Since RHS of this in-equality is convex, we have

=

=1

(5]
nXa P(AH) h(b)

2
S5 o)
h=1

nXa P(AH) h(b)

1 2
> X et

<

<

b=1 b=1 h=
4)
Joining Eq. [B) and Eq. [04), we have 7
Zé\(llp(AH) Zﬁ(ﬁ r(b,h) < —42/£2Th- 8]
Since Tj, < %ar, we haved ;" ) (b, h) <
WA,/WAZ’T”CA. Besides, since\, - nl - P(AH) < [9
nXa P(AH) —h(b Way/7a%6;
s ( )Zh(:i r(b,h), we have), < WﬁHC)A = [0
w 2n w 2
— :)ﬂ" I’;ﬁ(zf(‘;))z < :HVSETTA(Z;)C?,A . Sincer(n) > (/1% we [11]
finaﬁ prove the result. O [z
APPENDIX B [13]

Proof of Lemmald 14
Consider any cell in Fig[J4. The distance between arﬁy]
transmitter and receiver within the cell can not be more than

<LZ~ intersectsS and the transmission alonk; is using bandwidth‘g—:)

H-r(n) g2

2
Since each source nod§; is uniformly distributed in

plane of unit area, the probability density th&t is

at a distancex from the center of the disk is bounded
by 27x. Besides, Ry
Let T}, be the total number of hops traversed by all bits in® ensure the successful transmission, the transmission
(b). Since each node range r(n) < 4R,

< z < H -r(n). In addition,

v/8(a(n)). As a result, we have

<

((a(n))? - 2nzdz < keH?3(a(n))2. .

x
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