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A B S T R A C T

The explosive generation of Internet of Things (IoT) data calls for cloud service providers (CSP) to further provide more secure and reliable transmission, storage, and management services. This requirement, however, goes against the honest and curious nature of CSP, to the extent that existing methods introduce the third-party audit (TPA) to check data security in the cloud. TPA solves the problem of unreliable CSP but puts a heavy burden on lightweight users because of the sheer amount of the pre-audit data processing work. In this paper, we establish an audit model based on a designed binary tree assisted by edge computing, which provides computing capability for the resource-constrained terminals. The data pre-processing task is offloaded to the edge, which reduces computing load and improves the efficiency of task processing. We propose an improved correlation mechanism between data blocks and nodes on the binary tree so that all nodes on the binary tree can be fully utilized while existing methods use only leaf nodes and thus are required to establish multiple binary trees. Moreover, to improve audit efficiency, the binary tree in the audit process is designed to be self-balanced. In experiments, we compare our methods with the traditional method and experimental results show that the proposed mechanism is more effective to store and manage big data, which is conducive to providing users with more secure IoT services.

1. Introduction

Internet of things (IoT) has attracted the attention of academia and industry. One of its most important features is the mass of nodes. In addition to people and servers, devices and sensor networks are all components of IoT. At full working condition, the amount of data captured by machines and sensors increases explosively [1,2]. According to IDC’s prediction, by 2020, we will generate more than 40 ZB of data. Due to the explosive growth of data volume, the traditional storage mode can no longer meet people’s needs, which leads to the emergence of cloud storage. Cloud storage service is a derivative of cloud computing [3]. With this service, users could outsource data to the cloud service provider (CSP), which provides the infrastructure for effective maintenance of the IoT system [4–6]. Based on the cloud services, the quality of service (QoS) enjoyed by users has been effectively improved, including savings in computing resources, communications resources, and other resources [7,8].

What cannot be ignored is that while enjoying the benefits brought by cloud services, users also lose the physical control over their data, and data security issues frequently erupt [9,10]. One survey found that 43 percent of respondents had lost their outsourced data and had to recover it through other means [11,12]. In addition to data loss, data tampering also occurs frequently in reality. Data integrity has been considered as one of the key security issues in cloud storage. In the IoT system, data loss and tampering are small compared to the total amount of data stored, but researchers have found terrible consequences of data integrity being compromised, including huge property losses and even life threats [13,14]. Therefore, cloud security plays an important role in cloud services, and users need to ensure the integrity of their outsourced data. As users have lost control over the data, the method of encryption for data processing cannot be directly adopted for data security [15–17]. To prevent data security from being compromised by third parties, many secure storage schemes have been proposed,
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among which one method that has aroused concern is to introduce the concept of third-party audit (TPA) to audit outsourced data. The TPA accepts the mandate of the data owner (DO), replaces the audit authority, and relieves the pressure on users [18]. Since then, many TPA-based auditing mechanisms have been proposed to meet different practical needs, such as dynamic auditing, privacy protection, etc. Erway et al. [19] proposed an outsourced data audit mechanism that supports fully dynamic updates based on rank-based authentication skip lists. Wang et al. [11] proposed another verification scheme based on the Merkle hash tree (MHT), which also supports public audit and dynamic data update with better efficiency. Based on the above two methods, there are many improved solutions, including [20–22].

Given the huge scale of the outsourced data and the limited resource capabilities of users, the task of auditing the integrity of data in the cloud is daunting and expensive. We can conclude that it is necessary to reduce the cost of CSP and users. To solve the problem that the existing scheme is too expensive to support the fully dynamic update, we designed an audit mechanism based on edge computing that has stronger computing power than the terminal [23–25]. Also, we remove the restriction of using leaf nodes only to store data blocks, which is a clear disadvantage in MHT. This method results in a longer depth of the tree. It is not conducive to search, and a node branch is too long after several new nodes are inserted. In this scheme, each file corresponds to a binary tree, and each node corresponds to a data block. After operating on data and changing its corresponding node, the height of the tree is readjusted according to the data block index number and the property of the self-balancing of the tree [26]. Compared with the existing schemes, our mechanism improves the QoS of users, reduces the storage overhead of CSP, and improves the efficiency of the audit process.

The contributions of this paper are mainly summarized as follows:

- Edge computing is integrated into the designed method, which shares the task of tag generation with the terminal and greatly shortens the generation time. Besides, audit binary trees are stored and maintained on the edge, which reduces the communication cost during the audit process.
- A correlation mechanism between binary tree nodes and data blocks is provided, which improves the utilization of nodes and reduces the number of trees that need to be constructed, thus greatly decreasing the storage cost of CSP.
- The element of binary tree self-balancing is added in the audit process. After the dynamic operation of data blocks, the search rate of the corresponding nodes of data blocks is accelerated due to the balance of the tree, and then the audit efficiency is improved.

The rest of this paper is organized as follows. In Section 2, some related work about the existing auditing methods is proposed. Then, to give readers a better understanding of our audit method, some preliminary knowledge is introduced in Section 3. The proposed model and design goals are proposed in Section 4 to clarify the significance of this paper. Details of the proposed method are introduced in Sections 5 and 6, which describes the dynamic structure and the process of auditing respectively. To demonstrate the validity of our method, security and experiment analysis are presented in Sections 7 and 8 respectively. Finally, the conclusion is shown in Section 9.

2. Related work

The development of cloud storage has aroused heated discussions in its various branches, among which the research on storage security has gradually become the mainstream. In the past few years, various methods have been proposed for security. Sangaiah et al. [27] proposed a method for privacy protection with machine learning techniques, but with high energy consumption. To improve energy consumption, they also proposed an energy-aware green adversary model, which reduces overall energy consumption by minimizing the communication and computing costs of each interaction [28]. These schemes only ensure the privacy of the data but ignore integrity. Audit schemes efficiently compensate for this shortcoming, which can be simply divided into private methods and public methods. The private method is that the audit is done by the users themselves, and the entities in the process are only data owners (DO) and CSP. Users complete the whole process and have a unique private key. Similar work can be found in [29–33] and so on.

The traditional method of data integrity audit is not adapted to the cloud storage environment. The audit work done by the local consumes too many resources, which is against the limited computing power of the terminal. Therefore, most of the current research programs support public auditing, which allows TPA to check data integrity. Besides, there is another way to check the integrity of outsourced data called “retrievable of proof” which has been widely used [34]. In practice, the user’s private information may be exposed to TPA. In other words, TPA may be dishonest [35]. Fu et al. [36] observed this fact and proposed a public audit mechanism based on constructing homomorphic verifiable group signatures and introduced a new entity, group manager. Multiple group managers restrict each other to ensure security. However, in this method, management resources are consumed too much and audit efficiency is sacrificed. To improve weaknesses, this method has been re-discussed in [37]. Wu et al. combined the group signature with an authentication message on the same platform to generate data block signatures. Random masking technology is introduced to ensure the anonymity of user identity and not affected by TPA. Unlike [36], there is only one group manager in this mechanism. It is trusted by all groups and generates key pairs for each group. Compared with the research of Fu et al. the audit efficiency has been improved to some extent, which is reflected in the experiment. Nevertheless, based on previous studies, it is difficult to find such an entity trusted by all groups.

In reality, besides paying attention to the protection of privacy, another important application is the audit of dynamic data. In the audit system, users cannot only access data but also update data and ensure data integrity by the audit system. To achieve lightweight operation in the dynamic audit process, Yeh et al. proposed a fine-grained access control framework in [38], and improved MHT to make its variants suitable for fine-grained access control. This method not only supports dynamic auditing but also supports batch auditing. Tian et al. [39] proposed a tailor-made public audit scheme for data storage in a cloud-to-fog based Internet of Things scenario. To reduce communication during the verification phase, they designed a tag-transforming strategy based on the bilinear mapping technique to convert the tags generated by mobile sinks to the ones created by the fog nodes. The public key encryption techniques they use, however, are so complex that the computing resources remain high and inefficient. Similar work is can be found in [29,40,41], etc., but the overall audit efficiency of this work still needs to be improved, and there is still some computational pressure for users locally.

As far as we know, the current audit work is mainly carried out between three entities, namely, DO, TPA and CSP, and edge computing is seldom used for assistance. In most of the work introducing edge computing, it is mostly used to fundamentally solve the problem of unreliable cloud storage, such as establishing a cloud edge collaborative storage model [42–44] and encrypting the data shared to the cloud [45,46]. Some other work in the state of the art that makes use of the edge to optimize auditing protocols is also distinguishing from our work, specifically, the phrase applied to audit is different. Although the efficiency of audit has improved in these works, the overhead of computing resources at the terminal is still linear with the amount of audit. When one faces with large-scale data, the resource-constrained terminal will incur the huge burden [47]. How to achieve a secure and efficient design for users to integrate these two important components for audit service remains an open challenging task. In this paper, we focus on edge computing, transfer most of the computing overhead to the edge and optimize MHT, which improves the overall audit efficiency and reduces the storage cost generated in the audit process, thus improving QoS for users.
3. The basic scheme

In this section, we firstly introduce the general data integrity detection system model. Then, the detailed description of the relevant concepts involved is given. Finally, some preliminary knowledge is given in the next discussion.

3.1. Basic model of detection

In this paper, the method of data integrity detection is improved on the traditional audit model. It consists of four elements, namely, DO, cloud service provider (CSP), third-party auditor (TPA), and the edge, distinct from the traditional 3-entities model as shown in Fig. 1. DO holds data and can choose CSP independently. CSP is the provider of cloud storage services. Meanwhile, it has powerful data processing capability to provide DO computing and storage services. TPA is a third-party organization that performs specific audit tasks instead of users to reduce burden. In the process of running the traditional system model, there are five major algorithms: KenGen, TagGen, ChalGen, ProofGen and Verify.

- **KeyGen(θ) → (sk_F, ssk, spk).** The key generation algorithm uses the non-public security parameter θ as input and outputs a pair of secret-public key (spk, ssk) of tags and file information encryption key sk_F. Then randomly select a number a ∈ Z^*_p (specific explanations will be given later) to calculate v = g^a and sk = (a, ssk), pk = (v, spk).
- **TagGen(F, sk) → Tag.** The tag generation algorithm takes the file F and the secret tag key sk as input and outputs Tag of F. Notice that, the tag generation algorithm takes effect for each file block m_i and generates a set of tags, that is, Tag = \{t_i\}_{i∈[1,n]} n represents the total number of data blocks in file F.
- **ChalGen(F_info) → Chal.** The challenge generation algorithm is a link in the Challenge–Response mechanism, which takes the abstract information of F as input, marked as F_info (it refers to the one-way hash function algorithm which calculates the output of fixed bits from any length of input message). Based on F_info, it outputs the challenge information Chal.
- **ProofGen(F, Tag, Chal) → Proof.** The proof generation algorithm is the other link in Challenge–Response mechanism. The file F, a set of tags Tag and the challenge information Chal as taken as input and the proof information Proof is outputted.
- **Verify(Chal, Proof, pk, F_info, sk_F) → 0 or 1.** The verification algorithm is based on the results of the previous four algorithms. It takes Chal, Proof, pk, F_info, and sk_F as input and outputs the final audit result 0 or 1 (normally, 0 stands for incomplete data and 1 stands for the opposite).

As shown in Fig. 1, the main audit process is divided into four steps. Firstly, DO submits the audit request to TPA and sends (F_info, sk, sk_F) to TPA and (F, Tag) to CSP. Secondly, TPA uses ChalGen to challenge CSP. Thirdly, CSP sends proof information to TPA with ProofGen and TPA validates Proof information with VerifyGen. Finally, TPA feeds back the results to DO.

3.2. Basic definitions in the model

In this subsection, some preliminary cryptography knowledge applied to the audit process is reviewed [11].

1. **Bilinear Map**

   An important tool is bilinear pairing mapping, which is the basic function for data integrity verification. It can be expressed in this way: \( e: G_1 × G_1 → G_T \), \( G_1 \) and \( G_T \) are two multiplication groups with Prime Order \( P \), \( e \) satisfies the following properties:

   - **Computability.** Mapping \( e \) is effective and there must be an algorithm to calculate the result.

   - **Bilinearity.** For ∀ \( h_1, h_2 ∈ G_1, a, b ∈ Z^*_p \) (\( Z^*_p = x | x ≤ |p| \) \& \( x ≥ 0 \)), the mapping \( e \) satisfies the relationship:

     \[
     e(g_1^a, g_2^b) = e(g_1^a, g_2^b) = e(g_1, g_2^{ab}).
     \] (1)

   - **Non-degeneracy.** \( e(g_1, g_2) ≠ 1 \), where \( g \) is a generator of group \( G \).

2. **Computational Diffie–Hellman (CDH) Problem**

   For \( x, y ∈ Z^*_p \), \( g^{xy} ∈ G_1 \) is output based on the given \( g \) and the inputted \( g^x \) and \( g^y \). The CDH assumption supports if the CDH problem in \( G_1 \) is computationally infeasible, it in \( G_1 \) is valid.

3. **Discrete Logarithm (DL) Problem**

   For \( x ∈ Z^*_p \), \( x \) is output based on the given \( g \) and the inputted \( g^x \). The DL assumption supports if the DL problem in \( G_1 \) is computationally infeasible, it in \( G_1 \) is valid.

3.3. MHT

Merkle hash tree (MHT) is another important method to detect data integrity, and in this paper, we improve this method. In MHT, each leaf node represents the hash value of the data block tag, and the left and right leaf nodes are connected in two levels. According to this rule, we
are uploaded to the cloud. In our model, one of the highlights is that the extra overhead is very little and almost negligible. Then the corresponding data generated and the blinded file from the user, the edge servers come into play, which is generating the real data is not available to any entity other than the user and sending audit requests regularly to TPA. Based on the provided service, the user can outsource and share data.

4.1. System model

The improved system model involves four different kinds of entities: the user (namely DO), the edge, the cloud and the TPA, which are shown in Fig. 3.

1. User: The entity that has a large amount of data but exceeds its storage capacity needs to store data in the cloud.
2. Edge: The edge is the entity trusted by other entities. It is in charge of interacting with the TPA and the cloud on behalf of the user and sending audit requests regularly to TPA.
3. Cloud: The cloud is responsible for providing the data storage service to the user. Based on the provided service, the user can outsource and share data.
4. TPA: TPA is the entity that checks data integrity on behalf of the user.

The real data is not available to any entity other than the user because it is blinded at the edge of the data upload phase, which ensures the security of intimate information. After receiving the blinded file from the user, the edge servers come into play, which is generating corresponding authenticators instead of users, which reduces the burden of users. Notice that, the extra transmission between edge servers and local devices is based on WLAN (Wireless Local Area Network) whose transmission rate is far higher than WAN (Wide Area Network). It can be seen that, the extra overhead is very little and almost negligible. Then the corresponding data generated and the blinded file are uploaded to the cloud. In our model, one of the highlights is that the user who does not send audit requests to TPA, but the edge who sends requests to TPA regularly, eliminating the workload of users and improving the overall efficiency. After receiving the request, the TPA sends the challenge to the cloud, and then, the cloud returns the proof of data possession. The result of the validity of the proof will be sent to the user finally.

4.2. Design goals

To improve audit efficiency and save entity computing and storage costs, our scheme needs to achieve the following goals:

1. Data security: to ensure that real data is not illegally accessed by entities other than users and cannot recover the real data from corresponding data blocks.
2. Storage cost reduction of AAL: to ensure the cloud does not need to store too much unnecessary information in the process of audit and the validity of proof can be still guaranteed.
3. Light-weight computation to the user: to support the low work-load to the user, which guarantees the user does not need to perform high-computing operations, and the main work is to blind the data to prevent other entities from obtaining the real data and leaking it.
4. Efficient data dynamic operation: to support the cloud searches nodes at a low frequency when the user performs block-level operations on the file, which reduces the computation cost.
5. Auditing soundness: to guarantee whether data is stored correctly in the cloud is equivalent to TPA audit results.

5. Dynamic MHT-based structure

In the past work, MHT only uses leaf nodes to store corresponding block tags, but this method wastes resources greatly and makes the tree height too high. It increases the overhead of the authentication path in integrity verification and is not conducive to the maintenance of the tree in the dynamic operation of files. Thus, in this section, we propose two new detection methods based on MHT, which combine AVL and RBT respectively.

5.1. Hash Adelson–Velsky–Landis Tree

Hash Adelson–Velsky–Landis Tree (HAVL) is the method that based on Adelson–Velsky–Landis Tree (AVL) [48]. It is a self-balanced binary search tree, in which each node is balanced and can be described as
the depth difference between the left subtree and the right subtree is no more than 1. When adding, deleting, and modifying AVL, it may cause AVL to lose balance, but AVL can restore balance by rotating trees. This makes the structure of AVL greatly improve the efficiency of data block operation and the equilibrium of unbalanced binary trees can be restored by a finite number of rotations.

Also, we apply Henon chaotic mapping to the stored values of nodes, which can be expressed as

\[ x_{n+1} = 1 - a x_n^2 + y_n \]  
(2)

\[ y_{n+1} = b x_n \]  
(3)

Further, the formula can be rewritten to

\[ x_{n+1} = 1 - a x_n^2 + b x_{n-1} \]  
(4)

When \( a = 1.4 \) and \( b = 0.3 \), the mapping is chaotic, which is sensitive to initial values [49]. As long as the initial conditions are different, the later behavior of the mapping will change dramatically with iteration. Furthermore, unlike MHT, where only leaf nodes store block signatures. However, each node in HAVL stores block tags and we redefine the tag in the node next. The computation of tags is based on two kinetic equations, which belong to Henon Chaotic Mapping. Thus, it is suitable for us to detect the integrity of data tags.

We apply the Henon chaotic computation method to AVL tag computation, which can be divided into two cases: leaf nodes and non-leaf nodes.

- The storage value of leaf nodes: leaf nodes have no child nodes, so the stored value is still \( \text{hash}(t_m) \) like MHT, that is, the storage value of leaf nodes \( X(m) = \text{hash}(t_m) \).
- The storage value of non-leaf nodes: the storage value of the non-leaf node is calculated in two steps. Firstly, the transformation value of the sub-node of the non-leaf node is calculated, which is denoted as \( \text{Tran}(m_i) \).

\[ \text{Tran}(m_i) = 1 - a X_i^2 + b X_i \]  
(5)

where \( X_i \) is the storage value of left subnode and \( X_j \) is the storage value of the right subnode. Next, the storage value of the node is calculated as

\[ X(m) = \text{hash}(1 - a \text{Tran}(m_i)^2 + b \text{hash}(t_m)) \]  
(6)

Thus, each node of HAVL is related to each other, and the root node is globally related. Using this structure, data integrity can be effectively checked. For the structure is balanced, AAI can be effectively reduced, but it is also difficult to maintain and suitable for checking the integrity of infrequently accessed files.

5.2. Hash Red Black Tree

Hash Red Black Tree (HRBT) is similar to HAVL in that it combines Henon chaotic map but based on Red Black Tree (RBT) [50]. Unlike AVL, RBT does not pursue complete balance, which can be interpreted as the height difference of nodes does not have to be within 1. It only requires partial balance but proposes to add color to nodes. RBT uses a non-strict balance to reduce the number of rotations when adding or deleting nodes. In other words, RBT is a black balanced binary tree, which maintains the balance of the binary tree through color constraints. AVL is a strictly balanced tree, so when adding or deleting nodes, according to different circumstances, the number of rotations is more than that of RBT. At worst, AVL trees rotate at most \( O(\log N) \) times, while RBT rotates at most three times. Therefore, RBT is easier to maintain than AVL for files with more operations, which is a weakly balanced binary tree. The method of integrity verification is similar to that of HAVL.

### Table 1

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definitions</th>
</tr>
</thead>
<tbody>
<tr>
<td>sk</td>
<td>System secret key</td>
</tr>
<tr>
<td>spk</td>
<td>System public key</td>
</tr>
<tr>
<td>sk</td>
<td>Secret key for the user</td>
</tr>
<tr>
<td>pk</td>
<td>Public key for the user</td>
</tr>
<tr>
<td>( \beta )</td>
<td>Blinding factor</td>
</tr>
<tr>
<td>ID</td>
<td>File identity</td>
</tr>
<tr>
<td>n</td>
<td>The total number of data blocks of the file</td>
</tr>
<tr>
<td>H</td>
<td>Hash mapping function</td>
</tr>
<tr>
<td>( \Theta )</td>
<td>The set of tags</td>
</tr>
<tr>
<td>( \Omega )</td>
<td>The set of challenge data blocks</td>
</tr>
<tr>
<td>( \mu )</td>
<td>The number in ( G )</td>
</tr>
<tr>
<td>( \lambda )</td>
<td>The elements in ( Z_p^* )</td>
</tr>
<tr>
<td>( m )</td>
<td>The data block of the file</td>
</tr>
<tr>
<td>( m' )</td>
<td>The blinded data block of the file</td>
</tr>
<tr>
<td>( m' )</td>
<td>The blinded data block that needed to be updated</td>
</tr>
<tr>
<td>( \Omega' )</td>
<td>The set of ( m' )</td>
</tr>
</tbody>
</table>

6. The proposed method

The drawbacks of the existing detection models are large amounts of computation, high consumption of resources and low efficiency, etc. To solve these problems, our improved audit model based on the edge layer in this section is proposed.

6.1. Notions

The symbols involved in the method and their descriptions are shown in Table 1.

6.2. Description of architecture

The effective implementation of the mechanism requires the guarantee of algorithms. In order to achieve the goals we designed, the audit process mainly consists of the following six algorithms and shown as Fig. 4.

(1) Setup phase

(i) Algorithm \( \text{KeyGen}(\theta) \) is first executed to get the key, and then the blinded file is needed. \( \text{KeyGen}(\theta) \) is the only algorithm that the user needs to execute, which realizes the lightweight calculation of the user. Specific implementation steps are described below. The user selects a key pair \( (sk, spk) \) and random number \( a \in Z_p^* \). \( \lambda = g^a \) is needed to compute to get \( sk = (a, ssk) \) and \( pk = (\lambda, spk) \). In the process of blinding data, the user selects a random seed \( k_1 \in Z_p^* \) to compute the blinding factor \( \beta_i = f_\lambda(i, ID) \). Thus, the blinded data block \( m'_i = m_i + \beta_i \). Finally, the user sends the blinded data block \( m'_i \) to the edge.

(ii) After receiving \( m'_i \), \( TagGen(F', sk) \) is executed in the edge, which can be used to construct HAVL/HRBT. Then the edge device randomly selects \( \mu \in G \) so that \( t = h(ID)[b][\mu] \| Tag_{sk}(h(ID)[b][\mu]) \) is marked as the tag for the file \( F' \). Thus, the data block of \( m'_i \) is also needed and can be worked out based on the formulation \( Tag_{sk}(R) = (R'^t) \). When all the above work are finished,
the edge constructs \( m_i', t, \Theta, \text{Tag}_{\text{edge}}(R_i) \), transfers to the cloud and deletes the local file. Loop the files in the file list sequentially to get tag sets, and confirm the information to ensure that the files and information are stored correctly in the cloud.

(2) Verification phase

(i) \text{ChallGen}. Before TPA initiates challenge information to CSP, TPA first requires CSP to send the file tag \( t \), verifies it with the public key \( pk \) generated by the user in the setup phase, returns ‘True’ if successful, and returns ‘False’ if failed (‘True’ means the file tag is intact and ‘False’ is on the contrary). \text{ChallGen} is performed based on ‘True’. TPA selects \( c \) elements of the data block set randomly, that is, \( I = (Q_1, Q_2, …, Q_c), Q_1 \leq … \leq Q_c \). For each \( i \in I \), TPA chooses a random number \( \lambda_i \in \mathbb{Z}_p^* \) to construct challenge information \( \text{Chal} = \{(i, \lambda_i)\}_{Q_1 \leq Q_c} \), and sends to CSP. \( \{i\} \) represents the location index of \( c \) challenge blocks and \( \{\lambda_i\} \) enables the CSP to generate validation information.

(ii) \text{ProofGen}. When CSP receives the challenge information \( \text{Chal} \) from TPA, it executes \text{ProofGen} to generate evidence. For challenging data blocks, CSP calculates two values, namely, tag possesses proof \( \sigma \) and data block possesses proof \( \rho \):

\[
\sigma = \prod_{i=Q_1}^{Q_c} \sigma_i^{\lambda_i} \in G, \rho = \prod_{i=Q_1}^{Q_c} \lambda_i m_i' \in \mathbb{Z}_p^* \tag{7}
\]

where \( m_i' \) is the \( i \)th blinded data block of file \( F' \) and \( \sigma_i \) is the corresponding tag of \( m_i' \). In addition, the CSP also needs to provide the value of the cascade node associated with the challenge block, which is AAI and marked as \( \{\Omega_i\}_{Q_1 \leq Q_c} \). Then CSP returns proof to TPA, that is, \( \text{Proof} \{ \sigma, \rho, \{ H(m_i'), \Omega_i \}_{Q_1 \leq Q_c}, \text{Tag}_{\text{edge}}(R_i) \} \).

(iii) \text{Verify}. After receiving the \text{Proof} from CSP, TPA executes \text{Verify} to check the validity. According to AAI, TPA reconstructs the binary tree firstly. Then the follows are checked:

\[ e(T_{\text{Tag}_{\text{edge}}(R_i)}, g) = e(R, g^\theta) \]  
\[ e(\sigma, g) = e(\prod_{i=Q_1}^{Q_c} H(m_i')^{\lambda_i} \cdot \mu^\lambda, \lambda) \]

The validation of Eq. (8) can be shown as follows:

\[ e(T_{\text{Tag}_{\text{edge}}(R_i)}, g) = e(R, g^\theta) \]

\[ e(\sigma, g) = e(\prod_{i=Q_1}^{Q_c} H(m_i')^{\lambda_i} \cdot \mu^\lambda, \lambda) \]

The validation of Eq.(9) can be shown as follows:

\[ e(T P, g) = e(\prod_{i=Q_1}^{Q_c} \sigma_i^{\lambda_i}, g) \]
\[ = e(\prod_{i=Q_1}^{Q_c} (H(m_i') \cdot \mu^{m_i' \cdot \theta^{\rho_i}})^{\lambda_i}, g) \]
\[ = e(\prod_{i=Q_1}^{Q_c} (H(m_i')^{\lambda_i} \cdot \mu^{m_i' \cdot \theta^{\rho_i}})^{\lambda_i}, g) \]
\[ = e(\prod_{i=Q_1}^{Q_c} H(m_i')^{\lambda_i} \cdot \mu^\theta, \lambda) \tag{11} \]

If Eq. (8) fails in verification, 0 will be returned and it shows that \( \text{Tag}_{\text{edge}}(R_i) \) given by CSP matches \( R \) under the condition of validation. What is more, AAI can also be determined to be perfect. Eq. (9) is used to verify whether the file is damaged. Thus we can get the truth that TPA only returns 1 when all the above two validation passes, and the rest returns 0, which confirms auditing soundness.

(3) Update phase

Obviously, updating the data includes modifying, deleting, and adding. It can be seen that modifying data does not affect the tree structure but adding and deleting data will. Thus, through left-handed and right-handed, HAVL can maintain balance and HRBT can maintain week balance, which improves the efficiency of checking data integrity. The specific steps of data modification are shown below:

(i) \text{Prepare the information needed to be updated}. Assuming that the user wants to update \( m_i \) to \( m_i' \). The task the user needs to do is to blind \( m_i' \) and transfers the relevant information to the edge. After receiving the information, the edge generates the tag of \( m_i' \), \( \sigma_i = (H(m_i') \cdot \mu^{m_i' \cdot \theta^{\rho_i}})^{\lambda_i} \) and modification information \text{update} = \( \{i, m_i', \sigma_i\} \), which will be sent to the cloud.

(ii) \text{ExeUpdate}. CSP updates the modified data block \( m_i' \), the corresponding tag \( \sigma_i' \) and HAVL/HRBT. With the modified information, the new root node \( R' \) could be generated. During the update process, if the CSP itself caches some required nodes, the update efficiency of the binary tree...
will be improved. Then, CSP regenerates the verification information \( Proof_{\text{update}} = (\Omega', H(m'_i), \text{Tag}_{\text{ask}}(R), R') \) and sends to TPA. TPA recalculates the root node \( R' \) with \( \{\Omega', H(m'_i)\} \) and verify \( e(\text{Tag}_{\text{ask}}(R), g) = e(R, g^\infty) \). If the result is true, TPA verifies the operation of updating based on \( H(m'_i) \) that computed in the edge. After confirming the node update, the edge signs the root node \( R' \) and sends it to the CSP update.

7. Security analysis

The security of our proposed method is built on the truth that there is no valid method to solve the discrete logarithm problem on elliptic curves and the features of CDH. In our proposed method, violations of CSP can be effectively prevented. Assuming the situation that instead of deleting outdated information, the CSP returns outdated \( \{H(m'_i), \Omega_i, \psi_i\} \) and \( \text{Tag}_{\text{ask}}(R) \) to TPA when performing \( \text{GenProof} \). TPA could determine whether the CSP returned outdated validation information in the phase of \( \text{Verify} \). The method is to work out whether the reconstructed root node \( R \) is consistent with the \( R' \) stored at TPA. Compared to the traditional method, the edge uses data blocks \( m'_i \) directly to calculate \( s = (H(m'_i) \cdot a_i^\infty)^p \) instead of using the BLS scheme to get \( s_i = H(m_i)^y \), which is based on the consideration that the file may have been deleted by the CSP but retains the data block tags. Notice that, the storage cost of tags of data blocks is smaller than data blocks. This method can save costs and avoid integrity detection. Moreover, there is a situation like this that the TPA cannot control the behavior of the CSP for the reason that in the phase of \( \text{Verify} \), TPA does not require any data blocks to participate in and only needs tags of data blocks to operate. For the reason that maybe tags of data are in integrity, and the verification operation can still proceed smoothly, but data blocks have been deleted by the CSP. Thus, in the phase of \( \text{TagGen} \), data blocks must be incorporated into the calculation. Based on this premise, in the phase of \( \text{ProofGen} \), \( \{m'_i\}_i \psi_i \) also needs to be plugged in to compute \( \rho = \sum_i \sigma_i m'_i \in \mathbb{Z}_p^\infty \). At this point, CSP cannot delete data block freely.

We can also consider a worst-case scenario in which TPA collides with CSP. For the reason that: (1) the data blocks CSP received are blinded; (2) the edge avoids users from contacting with other entities and the user does not need to process the validation results returned by TPA; (3) the user’s blind factor and private key are not exposed to TPA. It can be seen that our method is security based on the premise.

8. Experiments evaluations

In this section, we compare the computational cost, communication cost, and storage cost of the proposed method with the traditional MHT detection method, and prove the feasibility of the method.

8.1. Experimental environment

We evaluate the performance of the proposed scheme by several experiments and these experiments run on a Linux OS machine with an Intel Pentium 2.30 GHz processor and equipped with 8GB of RAM. In the course of our research, C language is used with the free Pairing-Based Cryptography (PBC) Library [51] and the GNU Multiple Precision Arithmetic (GMP) [52]. Notice that, the base field size is set to 512 bits, \(|p| = 160\) bits (an element in \( \mathbb{Z}_p^\infty \)) and the size of test file is set to be 20 MB.

8.2. Experimental performance analysis

In this subsection, the experimental performance of our proposed schemes is introduced. Firstly, we give the analysis of the computational and communication overhead of the proposed method and compare it with MHT in storage cost, which is the most representative among the tree-based auditing methods. Then we give the analysis of the experimental results.

8.2.1. Computation cost and communication complexity

In the proposed method, there are four entities, namely, DO, TPA, the edge, and CSP. For DO, the main computational overhead is concentrating on the phase of setup. The KeyGen costs \( O + M \), in which \( O \) denotes the computation of exponentiation operation in \( G_1 \) and \( M \) has the same meaning but refers to multiplication operation. For the edge, the \( \text{TagGen} \) costs \( n(H + M + 2E) \), in which \( H \) denotes the computation of \( H_{\text{hash}} \) operation in \( G_1 \).

For TPA, the main computational overhead is generating challenge information and verifying the validity of the equation. However, generating challenge information requires only a random selection of values, which consumes a little computing resources, so we ignore it here. The other costs \( 2Pair + (c + 1)E + cM + CH \), in which \( Pair \) denotes the pairing operation. For CSP, the computation overhead is \( (c - 1)M + cE + cM_{\text{pair}} + (c - 1)A_{\text{pair}} \), where \( M_{\text{pair}} \) and \( A_{\text{pair}} \) denote the multiplication operation and the addition operation in \( \mathbb{Z}_p^\infty \), respectively.

The computation complexity of four entities in different phases is shown in Table 2. Notice that, the total number of data blocks is marked as \( n \) and \( c \) is the number of challenged data blocks. Clearly, it turns out that computation complexities DataBlinding and TagGen are both \( O(n) \). The remaining steps ChalGen, Verify and ProofGen are all \( O(c) \).

<table>
<thead>
<tr>
<th>Table 2</th>
<th>The computation complexity in different phases.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>DO</td>
</tr>
<tr>
<td>Data blinding</td>
<td>( O(n) )</td>
</tr>
<tr>
<td>TagGen</td>
<td>( O(n) )</td>
</tr>
<tr>
<td>ChalGen</td>
<td></td>
</tr>
<tr>
<td>ProofGen</td>
<td></td>
</tr>
</tbody>
</table>

| Verify    |              |              |              |              |

8.2.2. Communication cost

According to the previous description, we can easily get that communication overhead mainly comes from the challenge–response mechanism, which is focusing on TPA and CSP. In this phase, TPA first needs to generate challenge information \( Chal = (i, \lambda_i) \), including \( c \cdot (|n| + |p|) \) bits, in which \( |p| \) is the length of one element of \( \mathbb{Z}_p^\infty \). Then, TPA sends challenge information to CSP, which generates \( Proof \) when it receives challenge information and the size of \( Proof \) is \( |p| + |q| \), in which \( |q| \) is the size of \( G_1 \). Thus, based on the above analysis, the communication of challenge–response mechanism is \( c \cdot |n| + (c + 1) \cdot |p| + |q| \).

8.2.3. Storage cost

Compared with other MHT-based schemes, our scheme changed the audit model. In improved structure, each node in the tree corresponds to a data block, while only leaf nodes correspond to the corresponding data block in the traditional scheme. For example, when we need to store information about \( n \) data blocks, HAVL or HRBT only contains \( n \) nodes, while other MHT-based schemes need \( 2n - 1 \) nodes. From this, we can conclude that the proposed scheme can greatly reduce the storage overhead.

8.3. Experimental performance analysis

In this subsection, the performance of our proposed scheme is evaluated by computing resource consumption in different steps and methods. Different from other existing schemes, the task of generating tags in our scheme is accomplished by edge devices and the only thing that DO needs to do is blindly processing the data before it is sent to the edge. Our experiments show the process of data preprocessing. As shown in Fig. 5(a), it can be seen that the time cost of tag generation is much higher than the time cost of data blindness. Furthermore, with the increase of data blocks, the time gap between the generation of tags and data blindness gradually increases, which demonstrates the
effectiveness of sharing tasks to the edge that consumes less computing resources to DO and overcomes the shortage of resource-limited terminals.

We know that the audit process is mainly a challenge–response mechanism. In order to effectively evaluate the mechanism we proposed, as shown in Fig. 5(b), we show the computational cost of three steps performed on TPA and CSP respectively in the audit phase. In the experiment, the change in the number of challenge blocks is tested and the range is from 100 to 1000. From the experimental results, we can conclude that the computational cost of generating challenge information can be neglected, which just like what we analyzed in the last part. However, the process of generating authentication messages by CSP is slightly longer, and the computing cost increases from 0.18 s to 1.79 s as the number of challenge blocks increases. It is easy to see that the computation time of verification is much longer than the first two stages. Therefore, handling over the most time-consuming process to TPA greatly saves the cost of DO.

In addition to the audit process, in order to evaluate the performance of different processes more effectively, we compared them in the experiment. Notice that, in our experiment, the number of data blocks is set to 100. As shown in Fig. 5(c), the key generation time and verification time are almost the same, but the generation and verification time of tags and the proof are quite different, among which the tag authentication time is the longest, so shortening the tag authentication time as far as possible is one of our next work.

In the next experiment, as shown in Fig. 6, we compared the proposed methods to the time consumption of the typical MHT in dynamic operations. Specifically, we evaluate the computation time on the Y-axis of a given block relative to the number of blocks on the X-axis. Fig. 6(a) shows the searching time relative to the block. Obviously, our method has greatly improved MHT, and HAVL is the most effective because a fully balanced binary tree is applied in this method, the distribution of child nodes is more regular and the depth is smaller, which is easy to search. In addition, we can see that as the number of blocks increases, the gap between several methods becomes larger, which is largely due to the effect of binary tree depth. Fig. 6(b) shows another operation, inserting new data, in which several different forms of line representation are the same as in the previous experiment. Obviously, our method still has a great improvement on MHT, but the difference is that HRBT performs better in the case of insertion. During the data update phase, HRBT is more flexible with respect to the requirement of the balance of HAVL, resulting in less time spent on tree adjustment when new data is inserted. Similarly, Fig. 6(c) shows that as the number of data blocks increases, so does the time required for deletion, and HRBT performs better than HAVL.

9. Conclusion

For the frequent occurrence of outsourcing data security problems, we propose a lightweight and trustworthy audit method based on edge computing in this paper, which not only addresses the contradiction between the limited computing power of the terminal and the huge computing tasks but also protects the data security in the audit process and improves the audit efficiency. In our method, the edge plays a central role, which processes the blind files uploaded by users to ensure the privacy of the files, undertakes the initial phrase of tag generation with high overhead, and reduces the resource overhead of lightweight user devices. Besides, in our method, the traditional MHT is extended and multi-node storage is introduced to save the storage cost. The experimental performance analysis demonstrates that our proposed edge-based method achieves safety and efficiency as expected.
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